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Abstract
Segmentation and labeling of different activities in multivariate time series data is an important task in many
domains. There is a multitude of automatic segmentation and labeling methods available, which are designed to
handle different situations. These methods can be used with multiple parametrizations, which leads to an over-
whelming amount of options to choose from. To this end, we present a conceptual design of a Visual Analytics
framework (1) to select appropriate segmentation and labeling methods with appropriate parametrizations, (2) to
analyze the (multiple) results, (3) to understand different kinds and origins of uncertainties in these results, and
(4) to reason which methods and which parametrizations yield stable results and fine-tune these configurations if
necessary.

Categories and Subject Descriptors (according to ACM CCS): G.3 [Mathematics of Computing]: Probabilities and
Statistics—Time series analysis

1. Introduction

Segmenting and labeling of different activities in large time
series data is relevant in many domains, for instance, re-
constructing brain or heart activities from EEG or ECG
data. To this end, a number of automated techniques ex-
ist: feature-based techniques [KP97, EAFT12b, EHD∗02,
KMN09], pattern-based techniques [Mül07], model-based
techniques [EAFT12a, WWW11, BP66], or computational
state space models [KNY∗14]. However, an appropriate
parametrization of these automated techniques is crucial.
Sedlmair et al. [SHB∗14] and Krause et al. [KPB14] de-
scribe the Visual Analytics (VA) approaches to explore
such parameter spaces in other contexts. The aspects of
(1) selecting appropriate methods, (2) identifying a suited
parametrization, and (3) considering the uncertainties and
data quality issues associated with these configurations, are
strongly interrelated. Existing approaches, however, only fo-
cus on selected aspects in isolation. Moreover, domain ex-
perts need to investigate and fine-tune the input data, the
selected segmentation and labeling methods, the parame-
ters [RLS∗14], and the results, in order to obtain a reliable
segmentation.

Our contributions are (1) the conceptual design of a VA
framework to integrate all these aspects, (2) the design in ac-
cordance with the knowledge generation model (KGM) for

VA [SSS∗14], and (3) the outline of interrelated aspects and
important problems that need special consideration.

2. VA for Segmentation and Labeling of Time Series

To tackle the challenge of identifying an appropriate
method with an appropriate parametrization as well as the
corresponding uncertainties for a given time series and task,
we apply the feedback loop of the KGM [SSS∗14]. In a
first step (i.e., data preparation), data must be gathered,
cleansed [BRG∗12, GAM∗14], and an appropriate time
scale must be selected. In the context of this abstract,
however, we focus on the tasks of (1) model building:
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Figure 1: Interdependencies of the chosen method, its
parametrization, and resulting uncertainties.
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Figure 2: This figure shows a time series derived from a simulation model with three parameters describing bio-chemical
reactions [MRU11]. Different segments are distinguished by color and each horizontal line represents a segmentation and
labeling result. (a) Changing parameter 3 only slightly influences the results. (b) Different values for parameter 1 lead to quite
different results. However, in both cases, all components are predominant for a certain period of time. This is not true for testing
parameter combinations as shown in (c). Arranging the results by similarity (d) illustrates the complex influences of individual
parameters.

selecting appropriate segmentation and labeling methods,
(2) model usage: identifying appropriate parametrizations
of these methods, and (3) model-vis mapping: identify-
ing different degrees of uncertainty that come with differ-
ent methods and parametrizations (see Figure 1). A visual
mapping is needed to communicate these aspects. Manip-
ulation of the visualization is used to support the user in
steering the configuration as well as in inspecting the re-
sults. Interactions are needed to retrace which segmentation
and labeling methods and which parametrizations influenced
the result, and which uncertainties are introduced at different
stages.

2.1. Model Building: Selection of Methods

For selecting appropriate segmentation and labeling meth-
ods we face the following problems: (1) data preprocessing
and the selection of appropriate methods need to be coordi-
nated as they influence each other, (2) the number of seg-
mentation and labeling methods induces a great diversity of
steerable parameters, and (3) the selection of effective meth-
ods requires the user to anticipate how they operate on the
data. Thus, relating the output of respective methods with
the complex, multivariate time series data input is desirable.

2.2. Model Usage: Parametrization

For finding an appropriate parametrization of the model, the
user needs to (1) investigate the influence of different pa-
rameters on the result, (2) verify the parametrization’s suit-
ability for changed conditions, and (3) explore introduced
uncertainties to evaluate the quality of the labeled segments.
Figure 2 represents parameter combinations. It clearly shows
that the global optimum based on parameter combinations
does not necessarily comply with the local optimum that is
based on only one parameter change.

2.3. Model-Vis Mapping: Uncertainties

Another aspect that needs to be considered is that the results
may comprise uncertainties: (1) some segmentation and la-
beling methods, such as HMMs [BP66], provide a number
of alternative segmentation labels together with their proba-
bilities, (2) uncertainties introduced when composing alter-
native results from different methods and parametrizations
into a final result, (3) uncertainties of temporal boundaries
of segments, and (4) uncertainties of which methods and
which parametrizations have caused the result to what ex-
tend. These uncertainties need to be communicated to the
user for him/her to be able to evaluate and fine-tune the re-
sults.

3. Discussion and Further Work

We describe the challenges of time series segmentation and
labeling which comprises different tasks: identifying one or
more appropriate segmentation and labeling methods, in-
stantiating them with appropriate parametrizations, investi-
gating different kinds of associated uncertainties, and rea-
soning about the results. While existing approaches focus
only on selected aspects, we argue for a VA approach to
integrate them according to the KGM [SSS∗14]. Our con-
ceptual framework combines these tasks into one workflow
with immediate visual feedback, which is essential to con-
duct an informed steering of the configuration, and eventu-
ally, to achieve an appropriate labeled segmentation. We en-
vision many potential applications for our approach, includ-
ing bio-chemical analysis, medical analysis, factory sensor
analysis, or cyber-security.
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