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Abstract

Time series analysis is a challenging task performed by domain experts in various fields, such as
epidemiology, medical signal processing, neurophysiology, environmental sciences, and some
research fields where biological data is analyzed. Time series for these fields are often unequally
spaced and occasionally include missing values, while standard methods for time series analysis
often require equally spaced time series without missing values. To enable the application of the
standard methods for model selection in the time domain, such as the Box-Jenkins methodology,
these time series therefore have to be transformed. However, the statistical software tools that
implement the methods and models for time series analysis lack the adequate intuitive and in-
teractive visual interfaces to support the user with the transformation, imputation, the seamless
integration of this time series modifications into the workflow of model selection, and the work-
flow itself. The goal of this thesis is to overcome these problems by investigating and identifying
appropriate Visual Analytics methods for the problem domain, use the findings to design a Vi-
sual Analytics process and implement this process in a prototype. The evaluation of the results is
done by applying the prototype to an example time series following defined use case scenarios.
The evaluation shows that Visual Analytics is a way to overcome the problems mentioned above
and to support the user with interactive visualizations and short feedback cycles in the process
of time series transformation and model selection.
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Kurzfassung

Zeitreihenanalyse wird von Experten vieler Forschungsdisziplinen durchgefiihrt. Sie kommt un-
ter anderem in der Epidemiologie, der medizinischen Signalverarbeitung, der Neurophysiolo-
gie, den Umweltwissenschaften und bei Anwendungen mit biologischen Daten zum FEinsatz.
Zeitreihen sind in diesen Bereichen hiufig nicht dquidistant oder enthalten fehlende Werte, wo-
bei Standardmethoden meist dquidistante Zeitreihen ohne fehlende Werte voraussetzen. Um hier
dennoch eine Anwendung der Methoden, wie etwa der Box-Jenkins Methode, zu erméglichen,
miissen die Zeitreihen transformiert werden. Gingige Softwaretools fiir Zeitreihenanalyse, die
solche Methoden und Modelle implementieren, verfiigen oft nur iiber eine mangelhafte Unter-
stiitzung durch intuitive und interaktive visuelle Darstellungen fiir die Aufgaben der Transfor-
mation, der Imputation, der nahtlosen Integration im Prozess der Modellselektion sowie der
Box-Jenkins Methode. Ziel der vorliegenden Arbeit ist es, diese Schwachpunkte auszugleichen,
indem Visual Analytics Methoden im Problemfeld untersucht und identifiziert werden, anhand
der gewonnenen Erkenntnisse ein Visual Analytics Prozess formuliert und als Prototyp imple-
mentiert wird. Zur anschlieenden Evaluierung wird der Prototyp fiir definierte Anwendungsfil-
le mit Hilfe von Beispieldaten getestet. Die Szenarien zeigen, dass Visual Analytics Methoden
zur Losung der beschriebenen Probleme geeignet sind und den Benutzer/die Benutzerin zusitz-
lich mit interaktiven Visualisierungen und kurzen Feedbackzyklen bei der Problemstellung von
Zeitreihen-Transformation und Modellselektion unterstiitzen konnen.
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CHAPTER

Introduction

Statistical time series analysis is a challenging task used by many experts in different domains.
The dataset used for the analysis is obtained from observations collected over time, optimally at
periodic and equally spaced intervals and ideally without missing values. This dataset is called
a time series. A range of methods, algorithms, and models to analyze these time series exist
in the literature. Moreover they are implemented in most common software tools for statistical
computing. In this thesis we focus on one popular methodology for time series analysis known
as Box-Jenkins methodology [Box and Jenkins|, [1970]]. We present and discuss this methodology
and the theoretical underpinnings in Chapter 2] It is still challenging for domain experts to work
with the software tools for time series analysis, because these do not provide an appropriate
support for the workflow of the Box-Jenkins methodology.

A potential way to overcome these shortcomings, is the new research field of Visual Analyt-
ics that aims to “combine automated analysis techniques with interactive visualizations” [Keim
et al.| [2010]. In Chapter 3] we identify an existing general Visual Analytics process and a more
specific Visual Analytics process for time-oriented data. As an interesting property of time-
oriented data, we describe the concept of time granularities. From a comprehensive survey of
visualization techniques for time-oriented data, we distill the relevant techniques for the problem
domain of time series analysis. We discuss relevant related tools to outline the difference to our
solution and identify in particular one recent contribution to the domain of Visual Analytics for
time series preprocessing by |[Bernard et al.|[2012].

These findings raise the question of how to use Visual Analytics methods to support the
process of model building for time series analysis. A further question is how it can help to de-
termine the best transformation for unequally spaced time series and missing values to allow the
application of the Box-Jenkins methodology. We formulate and discuss the problem statement,
the research question, and the motivation in more detail in Chapter 4]

The main objective of this thesis is to define a Visual Analytics process to tackle the problems
stated briefly above. Based on this process we implement a prototype that supports the user in
transforming time series, to cope with missing values, and supports the process of model building
with Visual Analytics methods. We present the scientific approach to achieve this in Chapter 5]




The result is the definition of a Visual Analytics process that describes how the human rea-
soning and automated methods are combined to overcome the stated problems. Another result
is the implementation of this process as a prototype, named VisuTimAlytics. For the implemen-
tation we use the insights from studying the Visual Analytics methods and the problem domain.
We provide and discuss these results in Chapter [f] To evaluate the usability of the prototype
and therefore the practicability of the Visual Analytics process, we define use case scenarios for
the application of the prototype using an example time series. For this time series we choose a
dataset from the domain of environmental epidemiology. We present this evaluation in Chap-
ter [/l Throughout the thesis we use the example dataset that we introduce in Section to
generate most of the example plots and screenshots of the software tools and the prototype. If
not otherwise stated we refer to Section [7.1] for the details on this dataset. In Chapter [§] we dis-
cuss the conclusions and sum up the thesis. With the overall conclusion, that Visual Analytics is
useful to support the process of model building for time series analysis and helps to determine
the best transformation for unequally spaced time series and missing values, we argue that the
research hypotheses are valid, and we provide the answer to the main research question stated
before. We end the thesis with an outlook on future work, that could further enhance the process
and the prototype.

The thesis was done as part of the HypoVis projectﬂ and was supported by the Austrian
Science Fund (FWF) project number: P22883.

"http://www.ifs.tuwien.ac.at/~lammarsch/HypoVis|(07.01.2013)
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CHAPTER

Time Series Analysis

In this chapter we discuss one popular state of the art method for time series analysis and the
class of models used in this method. As stated briefly in Chapter[I]and in more detail in Chapter[4]
and [5] we need to have a good understanding of the target problem to define and implement a
Visual Analytics process and to define the design requirements for the prototype. Chapter 2]
provides this understanding.

After explaining some basic characteristics and definitions in time series analysis in Sec-
tion[2.1] we discuss the popular Box-Jenkins methodology for time series analysis in Section[2.2}
which was introduced by Box and Jenkins|[[1970] and is used in most of the current (2012) text-
books on time series analysis [Box et al.,[2008; Hamilton, |1994; Cryer and Chan, [2008}; Bisgaard
and Kulahcil [2011;Shumway and Stoffer,[2011]]. An important consideration in time series anal-
ysis is how to handle unequally spaced time series and missing values in time series, which is
discussed in Section [2.3] To apply the Box-Jenkins methodology, we introduce the models we
are likely to use in our Visual Analytics process in Section [2.4] namely autoregressive moving
average (ARMA) models, autoregressive integrated moving average (ARIMA) models, and sea-
sonal autoregressive integrated moving average (SARIMA) models. Thereafter we discuss the
theoretical background of the particular steps in the model selection process. The first of these
steps is the model specification or model selection in Section [2.5] Next is the model fitting or
parameter estimation in Section[2.6] Then there is the model diagnostics in Section[2.7] Finally
we present important tools for time series analysis in Section[2.8]and discuss the support of time
series analysis and the model building process in these tools.

The characteristics, definitions, descriptions, and models in time series and time series anal-
ysis we present in the next sections are based on the work of |Box et al.| [2008]], Brockwell
and Davis| [[1991]], Cryer and Chan|[2008]],[Shumway and Stoffer|[2011]],[Hamilton|[[1994], |Bis-
gaard and Kulahci|[2011]], Brockwell and Davis|[2002], Cowpertwait and Metcalfe [2009], Pfatf
[2008]], and Brockwell| [2011]], where most of them are based on the landmark work of [Box and
Jenkins| [1970]]. There are some different notations used in the various textbooks about time
series analysis. We mainly use the same notation as in[Shumway and Stoffer| [2011]].




2.1 Characteristics and Definitions

A time series is a set of sequentially measured observations over time. Depending on whether
the set is continuous or discrete, the time series is said to be continuous or discrete. The methods
and models we present here, are based on discrete time series with equidistant time intervals h.
The resulting set of times can be determined through the formula T" = tg+h, tg+2h, ..., to+Nh,
where N is the number of observations and h the sampling interval.

A discrete time series is a sequence of random variables x; observed at times ¢. Such a
collection of random variables is generally referred to as a stochastic process, which is defined
as “a statistical phenomenon that evolves in time according to probabilistic laws” [Box et al.,
2008]. The time series is said to be a realization of the process. The term time series is used to
refer to the process or to the realization of the process and usually it is clear from the context of
the discussion which is meant.

Assuming a discrete time series is convenient in regard to analysis techniques using comput-
ers, observed time series are usually discrete because of the method of collection by sampling
a continuous time series or by accumulating a variable over a period of time [Shumway and
Stoffer, [2011]].

Basic Definitions

There are two essential operators that we need to explain the models. These are the backshift
operator and the differences operator.

Definition 2.1. The backshift operator, B, is defined as
Bz = x @.1)
where k is the time shift or lag.
Another important operator is the backward difference operator, defined as
Ve, =2y —x4-1 = (1 — B)ay.
Definition 2.2. The differences operator, V, of order d, is defined as

vel=(1-B)*. (2.2)

Stationarity

The goal of time series analysis is to describe the structure of the stochastic process with a
mathematical model. If the underlying physics of the process are fully known, the model could
describe the process and correctly predict future observations. These models are called determin-
istic models. Usually time series are based on time-dependent phenomena with many unknown
factors. It is not possible to find a deterministic model fully describing them, but it is possible
to derive a model that is able to describe and predict the process with a certain probability and
confidence interval, which is called a probability or stochastic model.



To derive a stochastic model, there has to be some sort of regularity in the behavior of a time
series. This characteristic of a time series is called stationarity, which is a basic requirement for
any time series analysis.

Definition 2.3. A time series is strictly stationary, if the joint distribution function of a set of k
observations

{thl,l‘tQ, e ,.Ttk}
remains the same for another set of k observations shifted by h time units
{$t1+ha Ltot+hs - - 7$tk+h}

forallk =1,2,..., all time points t1,to, ..., tx and all time shifts h = 0,+£1,£2, ..., and can
therefore be described as

Play, <eci,...,2, <cpt = Plagon <y mpqn < o)

Because the definition of strict stationarity is too strong for most time series, the term sta-
tionary time series usually means the weaker definition. To explicitly refer to the strict stationary
definition, the term strict stationary time series is used.

Definition 2.4. A weak stationary time series is a finite variance process where
(i) the mean value function, L, is constant and independent of time t, and

(ii) the autocovariance function, y(s,t), (see below) depends only on s and t based on the
difference |s — t|.

For stationary time series the mean function is defined as
o
po = B(e) = [ af(@)do, 23)
—00

because by definition a stationary process implies the same probability distribution f;(x) for all
times ¢, written as f(z). Therefore u; = p is constant and can be estimated by the sample mean

1 n
T=— Ty . 2.4)
n
t=1
By definition the variance is constant too,
o)
o7 = E [(z — p)?] = / (¢ — p)* f(z) da (2.5)
—00

and is estimated by the sample variance of the time series

> (z—7)°. (2.6)

t=1

A2
U:r_

S|

The definition of a stationary process implies that the joint probability distribution f (x4, , x¢,)
for all times ¢1, to, with constant interval is the same. The covariance of values x4, and x4, with
k intervals of time in between, named lag k, is called autocovariance at lag k.



Definition 2.5. The autocovariance function is defined as

V(s,8) = cov(as, 1) = Bl(zs — ps) (e — o) 2.7)
forall s and t.
Definition 2.6. The autocorrelation function (ACF) is defined as

ps.t) = 20
V(s 8)v(t, 1)

Because of Definition [2.4] the autocovariance function depends on s and ¢ only based on
their difference |s — t|. We denote this difference as k, which is called time shift or lag. For that
reason, the notation can be simplified to

(2.8)

V(k) = cov(@iyr, 1) = cov(zk, z0) = (K, 0)
where zero is dropped, so that we have y(k), also written as .
Definition 2.7. The autocovariance function of a stationary time series is defined as
V(k) = cov(@eqh, 1) = E (@400 — p) (@ — )] -
The autocorrelation at lag k is defined in the same way as for the autocovariance.

Definition 2.8. The autocorrelation function (ACF) of a stationary time series is defined as

B Y(t+k,t) (k)
plk) = VAt +k b+ k)t v(0)

where p(k) is also written as py.

An additional way for describing the correlation between two points is the partial autocor-
relation function, where the linear effects of the points in between are removed.

Definition 2.9. The partial autocorrelation function (PACF) is defined as

¢11 = corr(Tir1,x) = p(1)

and
Gk = corr(Ty — T, Tk — Teyk), k> 2.
For the formal definition to remove these linear effects, & is defined for £ > 2 as the regres-

sion on the elements in between. The coefficients 3 are by definition of stationarity the same in
both cases,

Ty = Prxes1 + Poeyo + -+ Bp—1Ti41
and
Tk = P1%erk-1 + BaZipkh—2 + -+ Be—1T141 -
Because 7, = pro2, a normal stationary process is completely characterized by its mean p
and its autocovariance function -y, or by its mean i, variance o2, and autocorrelation function
Pk-



Definition 2.10. A linear process is a linear combination of white noise variates w

ve=pt Y Y, > vl < 0. (2.9)

j=—o00 j=—00

White noise is perhaps the most fundamental example of a stationary process. It is a col-
lection of uncorrelated random variables, w;, with mean O and finite variance 0121,. White inde-
pendent noise (iid) are independent and identically distributed random variables and Gaussian
white noise are independent normal random variables, both with mean 0 and variance o>

w*

Forecasting

According to|Box et al.|[2008]], forecasting is one important area of application for a time series
model. |Bisgaard and Kulahci|[2011] stated that it is one of the main goals in time series modeling
to make forecasts about the future. If an adequate model is found based on the time series
from current and past values it is possible to use this model to predict future values [Box et al.,
2008; Bisgaard and Kulahci, [2011]]. A methodology to find an adequate model of the classes in
Section [2.4]is described in the following section.

2.2 Box-Jenkins Methodology

The Box-Jenkins methodology, also called Box-Jenkins process or Box-Jenkins approach, is
an iterative model building process to select an adequate model for a given time series. This
methodology was first introduced in the landmark work of [Box and Jenkins|[[1970]. Since then it
has been widely used in time series analysis and is the method for model selection used in current
(2012) textbooks about time series analysis (see for example, [Box et al., [2008; Bisgaard and
Kulahci, 2011} |Cryer and Chan, [2008; |Shumway and Stoffer, [2011]]). The basics of the model
building process for time series analysis we present in this section are based on the work of Box
et al.| [2008]]. The problem in finding or selecting a model that describes a given time series,
is due to the underlying physical mechanisms of a phenomenon. If these mechanisms would
be fully known and understood, we could give an exact mathematical expression, a theoretical
model, to describe that phenomenon. Because that is not possible for time series, it is necessary
to

(1) use the incomplete theoretical knowledge about that mechanisms and the experience from
theory and practice to consider a useful general class of models. Fitting these models directly
to data, would be too extensive.

(2) Therefore we apply methods to select an appropriate parsimonious subclass of models.
These methods additionally give some rough estimates of the parameters in the model.

(3) In the next stage, the model is fitted to the data and its parameters are estimated.

(4) Finally the model is checked with diagnostics, to uncover possible lack of fit and find the
cause.



Time Series

(1) Postulate General Identify Model to be )
Class of Models Tentatively Entertained
No
4) Diagnostic Checking EsE;mate.Palrameters 3)
(is the Model Adequate?) mn ente.mve Y
Entertained Model

Yes

Adequate Model

Figure 2.1: Original Box-Jenkins Methodology. An iterative process for model building of time
series adapted from [Box et al.| [2008]]. Based on the time series we decide on a general class
of models (1). For the model classes we refer to Section @ To identify a model that can be
tentatively entertained (2), the order of the model and the level of difference are selected. Based
on the time series the model parameters are estimated (3). The question whether the model is
adequate is answered by diagnostic checking (4) of the residuals, which are the remaining parts
that are not explained by the model. If the model is not adequate, the whole process is repeated
with a different model configuration. Otherwise, if the model is adequate, it can be used for
forecasting.

If an adequate model is found, the model is ready to use for forecasting, otherwise the itera-
tive process of identification, estimation, and diagnostic checking is repeated until an adequate
model is found. This method for model selection is a process with iterative stages, as shown in
Figure 2.1]

In the textbooks about time series analysis this method is modified in different ways. In one
version the steps are named with more detail to match the task of model selection for ARIMA
models, which are presented in Section [2.:4] The modified version is shown in Figure 2.2] It is
also popular to reduce the original process and introduce a simplified version. This simplification
is shown in Figure [2.3]along with the original process to make a direct comparison possible.

The crux of model selection is summarized in the famous quote of George Box that “Essen-
tially, all models are wrong, but some are useful”. When introducing the Box-Jenkins methodol-
ogy, Box and Jenkins|[[1970] use a language that indicates that there is a “useful” and “adequate”
model for a time series, but we can not assume that it is a “true” or “correct” model. That there
is nothing definite about such a model is particularly obvious when using the term “tentatively
entertaining a model” [Bisgaard and Kulahci, 2011].



Consider a General

ARIMA Model
Using ACF and PACEF, Identify the Appropriate
find a Tentative Model Degree of Differencing

J

Estimate Parameters

!

Perform Residual Analysis.
Is the Model Adequate?

J, Yes

Adequate Model

Figure 2.2: Modified Box-Jenkins Methodology for ARIMA models. Using the original process
in Figure 2.1] as a basis, this process has been adapted by Bisgaard and Kulahci| [2011]] for
ARIMA models. This figure displays an adapted version of their process. The acronyms ACF
and PACF are the autocorrelation function and the partial autocorrelation function respectively.
The definition and details about the ACF/PACF plot is presented in Section [2.5]

Parsimony

An important principle in the model selection process proposed by [Box et al.|[2008] is the prin-
ciple of parsimony. The principle of parsimony is described best by quoting Albert Einstein “It
can scarcely be denied that the supreme goal of all theory is to make the irreducible basic ele-
ments as simple and as few as possible without having to surrender the adequate representation
of a single datum of experience.” [1934], which is often paraphrased as “everything
should be made as simple as possible but not simpler” [Bisgaard and Kulahci, 2011]. In the
process of model selection this means that if there are different candidate models to adequately
represent the time series, we prefer the model with the least parameters [Cryer and Chan, [2008].

For the model selection process “our objective, must be to obtain adequate but parsimonious
models” 2008]]. For an illustration to legitimate the principle of parsimony we refer
toBox et al.|[2008, p.16].
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< Entertained Model
o
Z

)

Diagnostic Checking

Model Diagnostics Model Diagnostics

(is the Model Adequate?)
| Yes

Acceptable Model Adequate Model

Figure 2.3: Simplified Box-Jenkins methodology along with the original method. The simpli-
fied version is proposed by [Cryer and Chan|[2008]].

2.3 Unequally Spaced Time Series and Missing Values

According to [1985]], unequally spaced time series are either caused by missing observa-
tions, or the observations have no underlying sampling interval and are truly unequally spaced.
For unequally spaced time series it is possible to use state space representations of the process
for data analysis [1985]). These advanced methods are very complicated and complex, and
in most cases, especially if there are only a few missing values at random positions, it is prefer-
able to simply replace the missing values and proceed as usual. Another reason to estimate the
missing values and proceed as usual is that for these time series well established methods and
models can be applied. One way is to estimate the value at the affected position is by means
of an adequately calculated average based on the observations before and after the affected po-
sition. Another way to estimate the missing values is to use interpolation techniques, such as
spline regression [Bisgaard and Kulahci, 2011].
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Visualization

Templ et al.| [2012] introduced a collection of visualizations to explore incomplete data with
missing values. The visualization techniques are implemented in the R package VINﬂ The
VIM package provides functionality to visualize, impute and analyze missing values within R.
The visualization techniques in this package are a good starting point to get an idea on how to
highlight missing values.

2.4 ARIMA and Seasonal ARIMA Models

With classical regression it is often not possible to explain a time series sufficiently. The regres-
sion model is limited because the dependent variable is influenced only by the current indepen-
dent variables, and not by past independent variables or its own past values, which would be
desirable in time series [Shumway and Stoffer, 2011]]. Therefore alternative models exist. One
class of models is the autoregressive moving average (ARMA) model class. This class of mod-
els include the subclasses for autoregressive (AR) models, moving average (MA) models, and
the combination of AR and MA models. It is possible to apply this class of models if the time
series is stationary, which means that there is no seasonal effect or trend. An extension of this
class of models is the autoregressive integrated moving average (ARIMA) model class. Models
from this class can deal with time series containing trends. Seasonal autoregressive integrated
moving average (SARIMA) models are another extension and are able to cope with seasonal
time series and trends. The details about these models are introduced in the following.

Autoregressive (AR) Models

Autoregressive models are models, where the current value x; is explained as a function of a
number p of past values x;_1,xt_2,...,T¢—p.

Definition 2.11. An autoregressive model of order p, AR(p), is defined as
Ty = Q1T4—1 + P2Ty—2 + -+ + PpTi—p + Wy (2.10)

where x; is stationary, ¢1, ¢2, ..., ¢, are constants, with ¢, # 0, wy is assumed to be Gaussian
white noise with a mean value of zero and variance o2, The mean value of x; = 0 or otherwise
x; is replaced with xy — p. This allows to rewrite the definition of the autoregressive model as

T — = ¢1(T—1 — p) + P2(zi—2 — p) + - + dp(Tr—p — p) + Wy

or
Ty =+ Pr1op1 + Qoo + -+ Ppy_p + Wy (2.11)

where oo = (1 — ¢1 — -+ — dp).

Definition 2.12. The autoregressive operator, ¢, is defined as

¢(B)=1—¢1B — ¢yB* — - — ¢, B" . (2.12)

"http://cran.r-project.org/web/packages/VIM (09.01.2013)
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Using the backshift and the autoregressive operator it is possible to write the AR(p) model
in a more compact form

(1—¢1B—¢aB* — -+ — ¢ B )z = wy (2.13)

or
¢(B)x;, = w; . (2.14)

Moving Average (MA) Models

Moving average models are models where the current value z; is explained as a linear combina-
tion of the current white noise term and the ¢ past white noise terms.

Definition 2.13. A moving average model of order q, MA(q), is defined as
Ty = W + Oqwi—1 + Oowp_o + -+ + qut,q (2.15)

where wy is Gaussian white noise with mean value zero and variance o2, there are q lags in the
moving average and 61, 6>, . .. ,04(04 # 0) are parameters.

Definition 2.14. The moving average operator is defined as
0(B)=1+6,B+60:B*+ .-+ 6,B%. (2.16)
Using the backshift and the moving average operator, the MA(q) model is written as
xy = 0(B)wy, (2.17)

The moving average process is stationary because it is a finite sum of stationary white noise
terms.

Autoregressive Moving Average (ARMA) Models

In some cases it is not possible to model a time series with only AR or MA models, because it
would demand a high-order model with many parameters. This is in conflict with the principle of
parsimony as introduced in Section [2.2] For these cases, Box and Jenkins| [1970] presented au-
toregressive moving average (ARMA) models. To achieve parsimony, ARMA models combine
the ideas of AR and MA models.

Definition 2.15. A general autoregressive moving average model of order p and g, ARMA (p, q),
is defined as

Tt = P11+ -+ Gpxp_p + Wi + Orwi—1 + - - + Oqwi—g (2.18)

where ¢, # 0, 0, # 0, UZJ > 0, and wy is a Gaussian white noise with mean value zero and
variance o2, unless otherwise stated. The parameter p is the autoregressive order and q the
moving average order. If the mean value . of x, is nonzero, we add ov = (1 — 1 — -+ - — ¢p)

and write the model as

Tp =+ Grai_1 + -+ Gpri_p + Wi + 01w + - 4 Oqwi—g . (2.19)
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For a general ARMA (p, ¢) model with ¢ = 0, the model is called an autoregressive AR(p)
model of order p. With the parameter p = 0, the model is called a moving average MA (¢) model
of order ¢. Using the AR operator and the MA operator, the Formula (2.18) can be written as

$(B)z; = 0(B)w; (2.20)

With this general definition of ARMA ((p, ¢) models, there are a number of problems regard-
ing (1) parameter redundant models, (2) stationary AR models that depend on the future, and
(3) MA models that are not unique, as pointed out by Shumway and Stoffer| [2011]. To solve
these problems they suggest some additional restrictions on the parameters, see Shumway and
Stoffer [2011], p. 94-96].

Autoregressive Integrated Moving Average (ARIMA) Models

In many practical cases, a time series is non-stationary due to seasonal effects or trends. It
is possible to transform this time series to stationary time series by applying by differencing,
sometimes called detrending. To recover the original time series, the differenced time series need
to be aggregated, or also called integrated. These models are called autoregressive integrated
moving average (ARIMA) models.

Definition 2.16. A process x; is said to be ARIMA (p, d, q) if the dth difference of x;
Viz, = (1 — B)%xy
is ARMA(p, q). In general the model is written as
#(B)(1 — B)%z; = 6(B)w;. (2.21)
If E(V¥)xy = p, the model is written as
d(B)(1 — B)xy = 6 + 0(B)w;.

where § = (1 — ¢ — -+ — ¢p).

Seasonal Autoregressive Integrated Moving Average (SARIMA) Models

To include seasonal terms in a model it is necessary to multiplicative combine an ordinary non-
seasonal ARIMA model with an ARIMA model that is extended to the seasonal period s. There-
fore the AR and the MA operator are extended to the lags of the seasonal period s.

Definition 2.17. The seasonal autoregressive operator of order P, with seasonal period s, is
defined as
dp(B*)=1— DB — ®B* — ... — opBF* (2.22)

and the seasonal moving average operator of order (), with seasonal period s, is defined as

0q(B*) =1+ 0,B° 4+ 03B% 4 ... + ©oB%* (2.23)
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Figure 2.4: Air Passengers Time Series Plots. The time series is plotted as a function of values
over time. The first chart shows the plot of the raw data, the second shows the first difference on
lag 1, and the third shows the first difference on lag 1 and the first seasonal difference, meaning
the difference on the lag of the seasonal length which is in this case 12. This figure displays the
air passengers dataset by [Box et al.,[1976].

The seasonal difference is also applied like the non-seasonal difference, but to the lags equal
to the seasonal period s. This removes the additive seasonal effects. The resulting models are
called seasonal autoregressive integrated moving average (SARIMA) models.

Definition 2.18. A multiplicative seasonal autoregressive integrated moving average model,
denoted as ARIMA (p, d, q) X (P, D, Q)s, is defined as

O p(B*)p(B)VEViz, = 6 + Oo(B*)0(B)w; (2.24)

where wy is the Gaussian white noise. The ordinary difference component represents V¢ =
(1 — B)? and the seasonal difference VP = (1 — B*)P.
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2.5 Model Specification

In Section [2.2] we introduced the Box-Jenkins methodology. As stated there, it is possible to
simplify the process to the separate steps Model Specification, Model Fitting, and Model Diag-
nostics. In Section [2.5] [2.6] and [2.7] we present a more detailed description of these separate
steps in the model building process.

For the task of model specification, the goal is to decide on a class of models that could be
appropriate for the given time series, select the level of differencing and determine the order of
the model. The order of the model specifies the number of parameters used in the model. The
first step to achieve this goal is to take a look at the given time series. Usually this is done by
viewing the time series plot, as shown in Figure After applying all required transformations,
such as a difference operation or log transformation, the ACF/PACF plot is checked to support
the decision of the model order.

The example plots provided in the following sections are based on the air passengers dataset
by Box et al.|[1976]. This dataset is more representative for explaining the behavior of the ACF
and PACF plots than the example data introduced in Section[7.1]

Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF)

The autocorrelation function (ACF) plot is a spike graph, which is a special sort of bar chart, of
the ACF ~y;, see Definition as a function over lag k. The partial autocorrelation function
(PACF) plot is likewise the PACF ¢y, see Definition[2.9] as a function over lag k. As mentioned
in the definition, the PACF is the correlation between two points where the linear effects of the
points in between is removed. This PACF plot combined with the ACF plot, called ACF/PACF
plot, where this linear dependence is included, enables us to choose the number of parameters
for the model. The ACF/PACEF plot in addition to the time series plot, also provide a first idea
for the level of difference and seasonal difference. In Figure we show the ACF/PACEF plot.
The ACF and PACEF, as defined in Definitions [2.8] and [2.9] are plotted on the y-axes, and the
lags on the x-axes. In this case the labels are seasonal lags, which means that one lag is one
seasonal cycle. The inner seasonal lags are fractions of one, depending on the seasonal length.
For example, in a dataset with 12 months in one year and seasonal length of 12, the seasonal
lags are 1, 2, ... and the inner seasonal lags are %, %, e

To make it more clear, how the level of difference and the order of the model is chosen,
we use the air passengers dataset by [Box et al.[[1976] to give a short example. The first plot
in Figure 2.4 shows the raw time series without transformations or differences, and Figure [2.3]
shows the ACF/PACF plot. The decision that we need the first difference of the time series is
based on (1) the time series plot, because the time series is apparently not stationary, as well as
on (2) the ACF/PACEF plot, because the high values of the ACF and the slow decrease in addition
to the cut in the PACF after the first lag are based on the linear dependence between the ACF lags.
By using the first difference, this dependency is removed and the time series plot is more likely
stationary, which is visible in the second plot of Figure 2.4] In Figure[2.6|the ACF/PACF plot of
the first difference of the time series is shown. If we take a close look at the seasonal lags, which
are the bars on the x-axes in positions 1, 2, . . ., we can observe the same behavior as before, only
this time on the seasonal lags. This indicates that we have to take the first seasonal difference
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Figure 2.5: Autocorrelation and Partial Autocorrelation Function over lags. The behavior of the
lags enables us to decide on the order of the model according to Table[2.1] This plot displays the
air passengers dataset by [Box et al.,|[1976].

of the time series, as defined in Definition [2.18] The result of calculating the first difference and
the first seasonal difference of the time series is shown in the last plot in Figure 2.4] According
to |Bisgaard and Kulahcil [2011]] this time series shows an increasing amplitude over time. We
notice this also in the two plots of the difference and seasonal difference in Figure They
suggest to apply the natural logarithm before the difference operations to overcome that problem.

Using the definitions of the autoregressive models, moving average models, ACF, and PACF,
Shumway and Stoffer| [2011]] show and prove the basic behavior of the ACF and the PACF for
AR, MA, and ARMA models. The behavior is shown in Table Likewise it is possible to
describe the behavior for the seasonal component of the model in a similar way, which is shown
in Table 2.2

Information Criteria

Another way to decide if a model is worth to be considered, is to examine information criteria.
To calculate these criteria, it is necessary to have the maximum likelihood estimation Ly, for the
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Figure 2.6: Seasonal lags in Autocorrelation and Partial Autocorrelation Function over lags.
The seasonal lags are highlighted by the gray shade. Based on the behavior of these lags, the
order of the seasonal component in the model is selected according to Table This figure
displays the air passengers dataset by [Box et al., [1976].

model, where k is the number of parameters. L can be determined by fitting the model to the
time series and can therefore be seen as a diagnostic step or as a model selection step. More often
than not it is categorized as a model diagnostic step, because the model parameters are estimated
based on the time series. However we also take the information criteria into account to decide
which model to choose. For this reason we present it here in the model selection section.

The first of the criteria that is often used is Akaike’s information criterion (AIC).

Definition 2.19. Akaike’s Information Criterion (AIC)
AIC = —2log Ly + 2k (2.25)
where Ly, is the maximum likelihood estimation and k is the number of parameters in the model.

The model with the smallest AIC is considered to be the “best” model. Another criterion
based on the AIC is the bias corrected form of the AIC.
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| AR(p) MA(q) ARMA (p, q)
ACF Tails off Cuts off after lag ¢ Tails off
PACF | Cuts off after lag p Tails off Tails off
Table 2.1: ACF and PACF behavior for ARMA models [Shumway and Stoffer, 2011[]. The

behavior of the ACF and the PACF indicate which class of model and what number of parameters
could be adequate.

| AR(P), MA(Q). ARMA(P, Q).
ACF* Tails off at lags ks Cuts off after lag Qs  Tails off at lags ks
PACF#* | Cuts off after lag Ps  Tails off at lags ks Tails off at lags ks
*for nonseasonal lags h # ks, for k = 1,2, .. ., is zero.

Table 2.2: ACF and PACF behavior for SARMA models [Shumway and Stoffer| [2011]. The
behavior of the ACF and the PACF indicate which class of model and what number of parameters
could be adequate for the seasonal part of the model.

Definition 2.20. Bias Corrected Akaike’s Information Criterion (AICc)

2k + 1)(k + 2)

AlICc = Al
Cc C+ e —

(2.26)

where k is again the number of parameters in the model and n is the sample size.

In contrast to the AICc, which does behave very well for smaller samples, the next criterion
is well suited for larger samples.

Definition 2.21. Bayesian Information Criterion (BIC)
BIC = —2log Ly, + klog(n) (2.27)
where k is the number of parameters in the model and n is the sample size.

In order to get the “best” model, the goal is to determine k by selecting a number of pa-
rameters for the model, thus minimizing the criteria. Based on these values for different model
configurations, it is possible to decide on one of the model configurations.

2.6 Model Fitting

In the previous section, we discussed how to decide on a class of models that we presented in
Section 2.4l When deciding on a class of models, we also have to select the order of the model,
which is also presented in Section [2.5] The result is a model, for example a seasonal ARIMA
model as in Definition [2.18]

®p(B*)p(B)VEVIz, = § + Oo(B*)0(B)wy,

18



where the level of difference d, the level of the seasonal difference D, the seasonal length s,
the number of parameters p and g, as well as the number of seasonal parameters P and () are
set according to the steps presented in the previous Section 2.5 Note that the parameters p
and g determine the order of the model, which is the number of parameters in ¢(B) and 6(B)
as shown in Definition 2.15] Box et al. [2008]] use the term tentatively entertained model for
such a model. Once the model is identified, it is fitted to the time series data to estimate the
unknown parameters of the model. There are several methods to estimate the parameters. The
most important is the maximum likelihood-estimation. Other methods are method of moments,
least squares estimation, and unconditional least squares. For details and theoretical discussion
we refer to the textbook by Shumway and Stoffer| [2011} p. 121-140]

2.7 Model Diagnostics

To evaluate how well the model represents the underlying time series, model diagnostic methods
are applied. The most common method is to analyze the residuals, which means the remaining
part that is not explained by the model. The exploratory analysis of the residuals is done by
plots as shown in Figure If the model is well fitted to the time series, the remaining part
is expected to behave like white noise. This evaluation is done by plotting the residuals or the
standardized residuals to check if the resulting plot looks like white noise, which means that it
is a random process. This time series plot of the standardized residuals should also unveil any
remaining underlying processes. The ACF of the residuals is calculated and plotted over the lags
to check that there is no remaining structure in the residuals. White noise is standard normally
distributed. If the model is well fitted, the standardized residuals are expected to be standard nor-
mally distributed too. This can be checked using the normal quantile-quantile plot [Cleveland,
1993|], where the quantiles of the standardized residuals are plotted over the theoretical quantiles
of the standard normally distribution. If the standardized residuals are approximately standard
normal distributed, the points lie on a line x = y. The last graph commonly used is the plot of
the Ljung-Box statistic [Box and Pierce} |1970; [Ljung and Box| [1978]]. This is a test that helps
to check if the residuals for each lag are independent. In the plot of the Ljung-Box statistic we
can confirm that no lag is significant within the boundary, and that it can therefore be assumed
that there is no remaining autocorrelation within the residuals. If all this is fulfilled, the model
is well specified, otherwise the model needs to be readjusted.

Another way to diagnose the model is the application of the information criteria presented
in Section[2.5] In addition to the diagnostic plots discussed before, they provide a good basis to
decide on the fitness of the model.

2.8 Software Tools for Time Series Analysis

In all major mathematical and statistical software tools the state of the art methods and models
for time series analysis we described in previous sections are implemented. The most important
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Figure 2.7: Diagnostic Plots, Residual Analysis. The remaining part that is not fitted by the
model is checked to determine whether it is a random process. This is done by plotting the
standardized residuals over time, the ACF of the residuals over the lags, the normal quantile-
quantile plot of the standardized residuals, and the p values for the Ljung-Box statistic over lags.
This is basically an explorative assessment for the properties of a random process.

tools are for example EVIEWSE], Mathematiceﬂ MAT LABE], and SASE} With these tools a user
is usually able to plot time series, browse the plot (zoom, select), plot ACF and PACF, calculate
AIC, AICc, and BIC, fit a model to the time series, use an automatically selected model to fit to a
time series mostly based on the AIC, AICc, BIC, and plot diagnostics, and carry out forecasting.
These software features map to the separate steps of the Box-Jenkins methodology for model
selection presented in Section The separate steps are carried out by executing command
line commands, where the parameters of the methods and models are inserted by the user, or if
automatic model selection is supported, by the calculated criterion. The tools additionally have
a graphical user interface, where user can execute commands using buttons and menu items, and

Zhttp://www.eviews.com (09.01.2013)
Shttp://www.wolfram.com/mathematical(09.01.2013)
*http://www.mathworks.com (09.01.2013)
*http://www.sas.com (09.01.2013)

20


http://www.eviews.com
http://www.wolfram.com/mathematica
http://www.mathworks.com
http://www.sas.com

2100 Residuen-ACF

gretl: Modell spezifizieren

2000

+-1,96/1°0.5 ——

0,1025 ©,0838 6,6091 [0,678]
0,0378 0,0622 6,8670 [0,738]
0,1938 **  0,1957 ** 13,7007 _[0,2501

s [ |
‘ s i
1900 - | ‘ 01 I I I
| 0.05 |-
woll | I Abhangige Variable o [ II.I II 1 I'|'l'l ('™ ||||l tiga TREI ke
‘ “ ; ‘ =Y cvdtsMonth 0,05 ,l | | I I ||| I I
[ 01 [
5 ”““" | ‘ [ ‘ als Voreinstellung o1
‘E 1600 - | “ H Unabhangige Variablen 0 s 10 15 20 25 30 3 40 a5
H
H Ll | Lag
sl ]| | %
oo || | ‘ | N h [ | “ & Residuen-PACF
\ I |
W W VL [ T T T T T T T T T
B0 | W ‘L A\ \ w2 f 1 +1,96/T705 —¢
Vo |l | 01 [
1200 W | o I
AL Ul t- ] 0.05
I b / | Y| nichtsaisona H II" |I | apli ey I, el
NAARR S S SR T oo o PP a1 T R R TR R
1988 1990 1992 1994 1996 1998 2000 01 [
= 015
1999:06 1250 Klick auf Graphen 6ffnet Popup-Meni RilEEry) 0 o [ . ) ) . ) ) . )
MA-Ordnung: (1|2 [ oder bestimmte Lags 0 s 10 15 20 25 30 3 a0
saisonal L2
ick auf Graphen ffnet Popup-Mena
AROrdnung: (2 |3| Differenz: [0 |+ MA-ordnung: [0
I @ T
CvDmonthly.gdt ~ feoasx
ID#  Variablenname  Beschreibung Zeige Details der Iterationen siduen-Autokorrelationsfunktion
0 const automatisch generierte Konstante @ Parameter-Kovarianzmatrix durch Hessematrix Lae Ak - Q-stat. [p-Wert]
1 cvdtsMonth
1 -0,0812 -0,0812 1,1289 [0,288)
(] Nehme X-12-ARIMA 20,0612 0,0550 1,7732 [6,412]
3 -0,0517 -0,0430 2,2364 [0,525]
Exaktes Maximum Likelihood | [Einstellungen 4 -0,0019 -0,0125 2,2370 [0,692]
50,0252 0,0298 2,385 [0,799]
Monatiich: Voller Bereich 1987:01 - 2000:12 5 -0.0699 ~0 0681 32105 [0.782]
A E AR @ L i E 70,0681 0,0551 4,033 [0,776]
K4 P2 N B Y | Hilfe. Leeren Abbrechen oK 8 -00621 -0,0439 47212 [0.787)
9
o
1

Figure 2.8: Statistical Software Tool Gretl — Model Specification Plots. The dataset for this
plots is the example time series used for the evaluation in Chapter 7} Details about the data can
be found in Section[7.1} The upper left window shows the time series line plot of the time series
data. The upper right window shows the plotted ACF and PACF. The values of the single lags
are displayed in the window on the lower right side. In the main window, which is in the center,
the model is specified by selecting the parameter estimation algorithm and the order parameter
of the model.

set parameters using input forms.

Furthermore, there are software packages available that implement specialized methods and
models, for example, TRAMO/SEATﬂﬂ and X—lZ-ARIMAﬂ These software packages usually
do not have a graphical user interface and are used as command line tools only. However, most
of the mathematical and statistical software tools mentioned above support the usage of these
specialized implementations through their own graphical user interface. In this case it is possible
to either use the methods and models implemented in the software tool or the ones implemented
in one of the external packages.

Another tool is Gret]ﬂ which is a graphical user interface for the methods, models and
implementations of external software packages. Gretl itself does not implement any methods
for time series analysis, but can be connected to either R, TRAMO/SEATS or X-12-ARIMA. In
Figure [2.8] Gretl is shown. The functionality is accessed by using the main menu and context
menu. It is possible to import data from various sources using the menu. The loaded datasets are
listed in the main window. After selecting a dataset, it is possible to apply different operations
by using the main menu or the context menu. These operations include the transformation and
calculation of time series, model fitting and displaying diverse plots. In Figure 2.8 some of the

fhttp://www.bde.es/servicio/software/econom.htm/(09.01.2013)
Thttp://www.census.gov/srd/www/x12a/(09.01.2013)
fhttp://gretl.sourceforge.net/ (09.01.2013)
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Figure 2.9: Statistical Software Tool Gretl — Results of Parameter Estimation. These are the
results of the parameter estimation for a specific model. The top window shows the residual
time series plot, the left window the normal quantile-quantile plot, and the bottom right window
the parameter estimation and other results of the parameter estimation.

time series windows are shown. In Figure[2.9]the results of applying the parameter estimation of
a specified model is shown. These diagnostic plots enable us to analyze the model candidate. In
Figure [2.9]the residual time plot, the normal quantile-quantile plot and the estimated parameters
are displayed.

The R project for statistical computing [R Development Core Team), 2012], plays an impor-
tant role as a statistical software tool. R is heavily used at universities and in scientific research.
It is an open source tool that is available for free and therefore very popular. Time series analysis
is supported in R by different packages. A good overview is the task view for time series analy-
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sisﬂ There are different algorithms implemented in different packages. Some textbooks for time
series analysis provide modified functions or plots, such as the TS package by |Cryer and
Chan| [2008]] or the implementations by Shumway and Stoffer| [2011] in the astsaF_T] package.
Because Gretl uses mainly R for the computation and plotting, it is possible in R to generate the
same plots and outputs as shown before. The only difference is that the plots and outputs are
generated by executing commands in the R command line or by executing R scripts.

Another important R package is the x12GU I[lzl package. It provides an interactive graphical
user interface for the leE package, which provides a wrapper function to the X-12-ARIMA
software. The user interface supports the user in selecting a time series and adjusting the param-
eters for the X-12-ARIMA calls. It also provides a history for parameter configurations, so that
it is possible to load previous settings. The focus of the tool is to explore the time series and the
results of the seasonal time series adjustment and to enable the user in interactive manual editing
of outliers [Kowarik et al., 2012].

2.9 Summary

In this chapter we introduced to the field of statistical time series analysis in the time domain
using ARIMA and seasonal ARIMA models. After outlining some basic characteristics and
definitions, we have identified and presented the Box-Jenkins methodology, which is a well rec-
ognized and widely used method and an essential approach for using to solve the model selection
problem in our Visual Analytics process and prototype implementation. We discovered the spe-
cial challenges of unequally spaced time series and missing values. For the understanding of the
Box-Jenkins methodology and the theoretical underpinnings, we presented the main models in
the class of ARIMA and multiplicative seasonal ARIMA models. We discussed in more detail
the separate steps of the Box-Jenkins methodology, namely the model specification, the model
fitting, and the model diagnostics. To argue the contribution of our work and the difference to
existing solutions, we showed related software tools for time series analysis and discussed their
key features. We found that the related software tools for statistical computing lack in supporting
the overall process and especially the workflow of this process in an intuitive and user friendly
way. The investigation of the problem domain unveiled that it is necessary to have a good level
of domain knowledge about statistical time series analysis to apply this process and understand
and interpret the visual representations.

%http://cran.r-project.org/web/views/TimeSeries.html|(09.01.2013)
Yhttp://cran.r-project.org/web/packages/TSA (09.01.2013)
"http://cran.r-project.org/web/packages/astsa (09.01.2013)
Zhttp://cran.r-project.org/web/packages/x12GUI|(18.01.2013)
Bhttp://cran.r-project.org/web/packages/x12 (18.01.2013)
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CHAPTER

Visual Analytics and Time-Oriented
Data

In this chapter we first introduce the field of Visual Analytics followed by Visual Analytics
processes in Section [3.1] For the visualization of time-oriented data it is necessary to consider
their special properties and characteristics, which we present in Section [3.2] We discuss a sys-
tematic approach to visualization techniques in Section [3.3] present the selection of appropriate
visualization techniques in Section [3.4] and related tools in Section [3.5]

One early definition of the new research field of Visual Analytics by [Thomas and Cook
[2003] is, that Visual Analytics is defined as “the science of analytical reasoning facilitated by
interactive human-machine interfaces”. This definition evolved to a more specific definition in
another important book about Visual Analytics by|Keim et al.|[2010]], updating and extending the
fundamentals discussed by Thomas and Cook|[2005]. | Keim et al.| [2010|] propose the definition,
that “Visual analytics combines automated analysis techniques with interactive visualizations
for an effective understanding, reasoning, and decision making on the basis of very large and
complex datasets”. Although Visual Analytics is not easy to define, these two definitions are
most commonly cited.

According to these definitions, the goals of Visual Analytics are stated by |Keim et al.| [2010]]
as the creation of tools and techniques to enable people to (see also [Thomas and Cookl, [2005])
“synthesize information and derive insight from massive, dynamic, ambiguous, and often con-
flicting data”, “detect the expected and discover the unexpected”, “provide timely, defensible,
and understandable assessments”, and “communicate these assessment effectively for action”.
There are high-level Visual Analytics processes defined that try to achieve these goals, which
we present in the next section.
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Figure 3.1: General Visual Analytics process, adapted from Keim et al.| [2010]

3.1 Visual Analytics Process

In order to achieve the goals of Visual Analytics, a high-level Visual Analytics process must be
defined. An abstract overview of such a process as introduced by Keim et al.|[2008] [2010] is
presented in Figure [3.1] For a more formal definition of this process we refer to [Keim et al.
[2008]].

The first stage in the Visual Analytics process is the integration of usually heterogeneous
data sources, which in most cases have to be pre-processed and transformed. After the data is
prepared, the data is either mapped to a visual representation or automatic analysis methods are
applied to generate models representing the original data. The key characteristic of Visual Ana-
Iytics is the intertwinedness of human reasoning (through visualization), the automated methods
(models), which are enabled in this process as visualized models and their visual evaluation and
interactive modification. This interaction between models and visualizations strives for contin-
uous refinement and verification of preliminary results. In this process we get insights through
the visualizations and models, which generates knowledge [Keim et al.,[2010].

The famous information seeking mantra “overview first, zoom/filter, details on demand”
[Shneiderman) 1996 for visually exploring data is adapted and extended in the context of Visual
Analytics to the Visual Analytics mantra by Keim et al.| [2008]]:

“Analyze First - Show the Important - Zoom, Filter and Analyze Further - Details
on Demand”

Lammarsch et al.| [2011]] propose to combine the human reasoning process and automated
methods even further, by including specific characteristics of certain kinds of data. In their case
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Figure 3.2: Visual Analytics process for time-oriented data, adapted from [Lammarsch et al.|

the structure of time in time-oriented data is integrated into their Visual Analytics process. The
proposed Visual Analytics process is shown in Figure [3.2] The process description is based on
the processes from [Keim et al.| [2008, [2010] and Bertini and Lalanne [2009]. The Inputs of the
Visual Analytics process, are values as Data and Hypotheses or Models from Prior Analyses
as Domain Knowledge. Interactive visual interfaces represent and transfer data to and from
the user through visualization and interaction. In the Visual Analytics process by
[2011]], the definition of Hypotheses is restricted to be a subclass of Models, so that only
results validated on existing data are considered as Models. Hence not validated results are
Hypotheses. Representations of a system of entities, phenomena, or processes are Models. A
suggested explanation for an observable problem, or a reasoned proposal predicting a possible
causal correlation among multiple phenomena are Hypotheses. Understandings gained by users
are Insights. Users are guided to further actions or analysis of certain Data, Hypotheses, or
Models by their Insights.

The main contribution of Lammarsch et al.| [2011] is to handle time-oriented data according
to the structure of time and to the Visual Analytics process model. The structure of time, as used
in their process is presented in the next section.
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3.2 Time-Oriented Data

According to |Aigner et al.|[2011]], it is necessary for the visualization of time-oriented data to
take its special properties and characteristics into account. In their work, |Aigner et al.| [2011]
present and discuss in detail the definitions and characteristics of time and time-oriented data
in relation to visualization. In this section we provide an overview of the definitions and char-
acteristics we deemed important for the selection of the visualization methods in the following
sections.

The definition mostly used for defining time-oriented data is the one by Miiller and Schu-
mann| [2003]]:

Definition 3.1. Time dependent data, d, are data elements described as a function of time in

the form
d = f(t). (.1)
The relationship between data and discrete time stamps t; is defined as
D ={(t1,d1), (t2,d2), "+, (tn, dn)}, 3.2)
where
di = f(t:). 3.3)

Another definition cited as a similar definition by |Aigner| [2006] and [Lammarsch| [2010] is
the one by |[Weber et al.| [2001]:

Definition 3.2. Time series data, D, are data elements described as a function of time in the
form

D = {(tlvyl)v (t27y2)’ T a(tnayn)}a (34)

where

yi = f(t). 3-5)

As stated by |Aigner| [2006] and [Lammarsch| [2010], this is the same definition, if y; = d;.
This declares the equivalence of the terms time dependent data and time series data, however
Lammarsch|[2010] states that the term time series data is misleading, because it implies nothing
more than the consecutive order of the elements, and |Aigner| [2006] states the opinion that “time
series is only a part of the broader field of time-oriented information”. As our target problem
stated briefly in Chapter|I]is in the domain of time series analysis as described in Chapter 2] that
this definition is adequate for our case. For integrity we add the broader definition by |Aigner
[2006]], that solves the problem that no concurrent data elements can exist:

Definition 3.3. Time-oriented information is

“Information, where changes over time or temporal aspects play a central role or
are of interest.”
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Design Aspects of Time

Before we visualize time-oriented data, the physical dimension of time has to be transferred to a
model of time that reflects the phenomena of the real world and supports the considered analysis
task in an information system. To transfer time into an adequate model, there are several design
aspects to be considered. These characteristics of different types of time are categorized by
Aigner et al.|[2011] into the following aspects:

Scale: ordinal vs. discrete vs. continuous From a scale perspective, time could be in an ordi-
nal time domain, where only the relative order is given, as before or after. In the discrete
time domain the time is mapped to integers, by for example giving milliseconds since a
specific point in time occurred. The continuous time domain is the mapping of time to
real numbers, where for each two points in time, another point exists in between.

Scope: point-based vs. interval-based A data element is referring to a specific point in time,
or to an interval. For example, the time value “01.03.2012” is referring to the time point
”01.03.2012 00:00:00” or to the interval [01.03.2012 00:00:00, 01.03.2012 23:59:59]”.

Arrangement: linear vs. cyclic General perception dictates that time is a linear process start-
ing in the past and running into the future. However, time can also be considered as
reoccurring time values, and can therefore be seen as cyclic. An example for cyclically
reoccurring time values, are the seasons of the year (spring — summer — fall — winter).

Viewpoint: ordered vs. branching vs. multiple perspectives The time is viewed as an orde-
red time domain, where one thing happens after another. Branching is a time domain,
where different branches are possible alternative ways, but only one of them can actually
occur. The multiple perspectives time domain extends the branching time domain in a
way that allows multiple branches to occur at the same time.

According to |Aigner et al.|[2011]], the hierarchical organization and definition of concrete time
elements needed to relate data to time are:

Granularity and calendars: none vs. single vs. multiple Granularities are abstractions that
support users to grasp the hierarchical structure of time, and make it easier to deal with
time in every-day life. If only abstract ticks are modeled as values, there is no granularity
used. Single granularities on the other hand are more concrete values measured in mil-
liseconds or days. If multiple layers of granularities and whole calendar systems are used,
multiple granularities are supported, such as weeks that consist of days.

Time primitives: instant vs. interval vs. span Time primitives are a basic set of elements,
used to relate data to time. The primitives are categorized as anchored (absolute) primi-
tives, called instant and interval, and unanchored (relative) primitives, called span.

Determinacy: determinate vs. indeterminate If any uncertainties are introduced into time-
oriented data, the specification is indeterminate. Uncertainties are either incomplete or
inexact information about time specifications, or errors introduced by converting between
granularities. If a full knowledge about all temporal aspects is present, the specification is
determinate.
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Figure 3.3: Example of granularities in a discrete time domain by [Aigner et al.| [2011]]

Granularities
The formalizations and time granularity concepts are defined by Bettini et al.| [2000]:

Definition 3.4. A granularity, G, is a mapping G of the integers (the index set) to subsets of the
time domain such that: (1) ifi < j and G(i) and G(j) are nonempty, then each element of G(i)
is less than all elements of G(j), and (2) if i < k < j and G(i) and G(j) are nonempty, then
G (k) is nonempty.

Aigner et al.|[2011]] describe the formal definition of granularities as mappings of time values
to larger or smaller conceptual units. An example of time granularities is shown in Figure [3.3]
The elements in a granularity are called granules, except for the elements of the lowest granular-
ities, which are called chronons for the smallest unit in the time domain. In |Bettini et al.| [2000]
the relationships, conversions, and systems for granularities, as well as algebraic operations are
defined. So far the main concept and basics about granularities are adequate for our purpose
[Lammarschl, [2010].

Data Characterization

The design aspects of time discussed in the previous section are for modeling of the time domain.
The next step according to/Aigner et al.|[2011]] that needs to be characterized, is the time-oriented
data. The data that is connected or associated to time primitives is characterized according to
certain fundamental design alternatives. This characteristics of data components needs to be
considered to design appropriate visual representations.

Scale: quantitative vs. qualitative Discrete or continuous ranges allow numeric comparisons
and, are therefore quantitative variables. Qualitative variables are data values that are
derived from nominal or ordinal data sets.

Frame of reference: abstract vs. spatial If the data includes a where aspect, meaning that the
underlying data model describes for example a geographic position, the data is classified
as spatial data. Other data is classified as abstract data.

Kind of data: events vs. states Event data are markers of a state change, whereas states are
phases of continuity between events.

Number of variables: univariate vs. multivariate Univariate data sets have only one time-
dependent variable, which means that for one time primitive only a single data value
exists. Multivariate data sets have multiple time-dependent variables, which means that
for one time primitive multiple data values exist.
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Figure 3.4: Design aspects of time-oriented data by Aigner et al.[[2011]]

Figure[3.4]shows a useful summary by|Aigner et al.|[2011] of the characteristics of modeling
the time and time-oriented data.

3.3 Visualization of Time-Oriented Data

Because of the special characteristics of time and time-oriented data we discussed in the previ-
ous section, it is important to select appropriate visualization techniques. To allow the selection
of visualization techniques suitable for our purpose in Section[3.4{we rely on the systematic view
of visualizations for time-oriented data as described in the survey by |Aigner et al.| [2011]]. Ac-
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cording to|Aigner et al.[[2011]], this systematic view is needed, because of the variety of generic
and dedicated visualizations for time-oriented data and is structured by using three practical
questions

(1) What is presented? - Time & data.
(2) Why is it presented? - To facilitate user tasks.
(3) How is it presented? - Through visual representation.

The first question deals with the details of the data under consideration. The answer to this
question includes the characteristics of the data and the time domain, as presented in Section[3.2]
The second question provides information on the problem domain, as well as the tasks and goals
for the user. The answers to question (1) and (2) describe the reasons for the visualization.
Question (3) is determined by the answers of question (1) and (2). This last question asks how
we present the visualization in order to enable users of a specific domain to meet their tasks and
goal based on the given time-oriented data [[Aigner et al., 2011].

The aim of this section is to use this systematic view to understand the relevant visualization
techniques for time-oriented data and distill the suitable techniques for the application and im-
plementation of our prototype. We present our selection of suitable techniques in the following
Section @ To do so we first had to define the problem domain, the users, and the expected re-
sults of our thesis in regard to this systematic characterization. We also had to answer the above
questions. We answered questions (1) and (2) in Chapter [2] where we investigated and specified
the problem domain of time series analysis and partially answered question (3) where we ex-
plained how time series are plotted in this domain. The selection of the relevant visualization
techniques based on the survey by |Aigner et al.|[2011]] as described in Section [3.4|supports the
answer to this question. For the definitive answer on how it is presented and how we enable the
users to solve their tasks and meet their goals, we refer to the detailed discussion on the design of
the prototype in Chapter [ and the evaluation of the applicability of the prototype in Chapter[7]

3.4 Survey of Visualization Techniques

A comprehensive survey of existing visualization techniques dedicated to time and time-ori-
ented data was done by |Aigner et al.|[2011]]. Although the authors state that the survey is not
exhaustive, they cover a wide spectrum of key techniques. In the thesis we focus on a subset of
the techniques presented by |Aigner et al.|[2011]] and refer to the original survey for more tech-
niques. The basic visualization techniques relevant for visualizing time series data are presented
in detail by |Cleveland| [[1993]]. Some basic visualizations from that publication are included in
the survey, and most of the techniques investigated in the survey are extensions or advances of
these basic visualizations.

The basic visualization techniques are needed when dealing with statistical time series anal-
ysis, because they are used in all of the mathematical and statistical software tools. Therefore
we present these basic visualization techniques in this thesis, while we only present those ad-
vanced techniques gathered in the survey that could be useful for the design of the prototype. We
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Figure 3.5: Point plot, line plot, and combination of both used in one plot, showing the example
dataset from Section [7.1] generated with R.

are mainly interested in visualizations where the data has an abstract frame of reference and the
variables are univariate. Visualizations designed for multivariate data are only considered if they
could be reduced to visualize univariate data and are particularly useful. Visualizations suited
for spatial data are not considered, because they are not relevant for our purpose of visualizing
simple univariate time series. For the time arrangement visualizations with linear and cyclic
arrangements are considered, while instant time primitives are more relevant than intervals.

Point Plot

The most basic way to display a time series is in a Cartesian coordinate system, using time as the
horizontal axis and the data values as the vertical axis. This technique is called a point plot. An
example for a point plot is shown in Figure[3.3]in the first graph. Other names for this technique
are point graph, and scatter plot. Some of the more advanced techniques, are extensions of these
basic visual representations.
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Line Plot

An extension of the point plot is the line plot, where the points are located in the same way as in
the point plot, but instead of displaying a point for each position, the positions are connected with
a line. An example for the line plot is shown in Figure [3.5]in the second graph, a combination
of a point and a line plot is shown in the third graph of this figure.

b - |’|||||||||||.||“,,I||“ bl

T T T T T
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0.3

Global Temperature Deviations

Time

Figure 3.6: Bar graph of the global temperature deviations data from Shumway and Stoffer
[2011]] generated with R. In this figure the baseline is zero.

Bar Graph, Spike Graph

Bar graphs or spike graphs represent each value as the length of a bar or spike. They can
only be applied if there is a natural baseline in the data. Spike graphs should be used very
carefully, because peaks could appear to stand more out than troughs [Bisgaard and Kulahci,
2011]. Figure[3.6)is showing the bar graph of the global temperature deviations data.

Cycle Plot

The cycle plot, introduced by [Cleveland| [1993]], is used to display the trend and the seasonal
component of a time series. A season is subdivided at the data level, and for each cycle subseries
the trend and the mean of the values are displayed. The subseries are positioned in the graph to
show the seasonal cycle. A cycle plot is shown in Figure

Tile Maps

Tile maps arrange data values based on temporal granularities in a matrix. The values are en-
coded by varying the shade of the tiles. Depending on the granularities, each cell (or tile)
represents one granule, e.g., one cell a day, one column a week and one matrix a year. This rep-
resentation can be interpreted very well, and it is possible to identify trends and weekly patterns.
A tile map is shown in Figure [3.8
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Figure 3.7: Cycle plot example adapted by [Aigner et al.| [2011] from [Cleveland| [1993].
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Figure 3.8: Tile map example adapted by |Aigner et al.|[2011]] from [Mintz et al.|[1997]].

Recursive Pattern

Recursive pattern visualization suggested by [Keim et al.| [1995]] is a pixel based visualization

that

is particularly suited for large time-series because large amounts of data can be visualized

using very little space. In this visualization technique pixels are arranged according to the in-
herent hierarchical structure of multiple granularities. This concept is shown in Figure [3.9)as an
example from the GROOVE visualization.
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Figure 3.9: GROOVE example generated by Aigner et al.|[2011]] using GROOVE software from
[Lammarsch et al.|[2009].

GROOVE

The granularity overview overlay visualization (GROOVE) introduced by [Lammarsch et al/
I@]], is based on the concept of recursive pattern mentioned before, and enables the user to
configure a set of four time granularities to partition a dataset. The technique combines overview,
by aggregated values, and details in one place using overlays. In Figure 3.9 an example of the
GROOVE visualization is shown.

Enhanced Interactive Spiral

In the enhanced interactive spiral by [Tominski and Schumann| [2008], the time primitive is
mapped to the spiral segments and the data values are displayed by using a two-tone color-
ing method. This method enables the overview and detail concept by design. In Figure [3.10]an
enhanced interactive spiral visualization is shown. The following visualization, the spiral graph,
is similar to this technique.

Spiral Graph

Spiral graphs focus on cyclic structures in data, such as seasonal trends. By enabling the user
to interactively move the length of the spiral, it is possible to find the underlying seasonal trend
in the data. This visualization is very similar to the one in Figure [3.10] showing the enhanced
interactive spiral. The main difference is that the spiral graph is able to encode multivariate data.
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Figure 3.10: Enhanced Interactive Spiral example generated by |Aigner et al.| [2011] using the
enhanced interactive spiral display tool by [Tominski and Schumann|[2008]].

BinX

The BinX tool by Berry and Munzner|[2004]] enables the user to explore different aggregations of
time series. The aggregations are applied on user selected bins, which are set using an interactive
tool that offers users a quick way to try out differently sized bins. The aggregated information is
visualized by basic line plots, box plots, and min-max bands or any combinations of them. An
example is shown in Figure[3.11]
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Figure 3.11: BinX example generated by |Aigner et al.|[2011]] using the BinX tool by Berry and
Munzner [2004]].
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Facet Zoom

Facet zoom by |Dachselt et al. [2008] is a visual navigation aid to navigate hierarchically struc-
tured information spaces. For time-oriented data this tool is used to navigate the hierarchical
structures of granularities. For navigation, the temporal granularities are displayed as a horizon-
tal time axis with stacked bars. The facet zoom is shown in Figure [3.12] and was selected here
because the concept of navigating is possibly very useful for our purpose.
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Figure 3.12: Facet Zoom example from Aigner et al.|[2011]] based on Dachselt et al.| [2008]].

Summary on Visualization Techniques

In the prototype we rely mostly on the basic techniques for visualization, as the representations
for time series data are limited and dictated by the theory and visualizations used in time series
analysis presented in Chapter 2] However, there are no such limitations for the realization of
the interaction techniques. For the basic visualization of time series, and the time series rep-
resentation of the residuals, we focus on point and line plots. The line in the plot is necessary
to determine the progression of the time series and catch the seasonal patterns, which would
be difficult with points alone as shown in Figure 3.5] Additionally a combination of a line and
points allows a user to easily identify the separate data points. For that reason we use points and
a line for the time series plot in the prototype.

The normal quantile-quantile plot is most informative if it is shown as point plot without a
line between the points. A line is only used to show if the standardized residuals are normally
distributed. For the ACF/PACF plot it is not recommended to use point or line plots, because
with neither points nor lines is it easy to see the pattern in the lags. Because the ACF and PACF
plots have a baseline at zero, the bar or spike graph is well suited for their visualization. The
facet zoom is a very helpful tool for the interactive navigation of time series. We consider it
as a way to enhance the time series plot in our prototype to navigate and explore through the
time series and not lose the context of the time axis. The navigation of the hierarchical structure
of granularities in Figure [3.12] provides the idea for the granularity slider in the prototype. The
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aggregation of the granularities is inspired by the BinX tool and GROOVE. Although we do not
consider the visualization of the bins itself and of GROOVE for our user interface at the moment,
it is the underlying technique of aggregating the data by different sized bins and granularities
that is interesting for our purpose.

The other visualization techniques (cycle plot, tile maps, recursive pattern, GROOVE, en-
hanced interactive spiral, and spiral graph) are very useful ways to display time series and enable
us to recognize recursive or seasonal patterns. For the first version of the prototype we do not
consider these visualizations for implementation. However they are strong techniques for larger
datasets and we keep them in mind for further improvements of the prototype. The idea is to
use these techniques as additional viewpoints on the time series to better recognize the seasonal
behavior.

3.5 Related Tools for Time Series Analysis

Bernard et al.|[2012] introduce a visual-interactive preprocessing system for time series data. It
enables domain experts to interactively adjust the preprocessing pipeline, see visualizations of
the intermediate steps and choose the right order and parametrization of these steps. |Bernard
et al.| [2012] argue that in contrast to their solution, others are more of a ‘black box’ approach
designed by computer scientists. In their case study they show the usefulness for domain ex-
perts. However, the authors concede that their system does not use a comprehensive toolkit of
transformation methods known from literature.

TimeSearcher by [Buono et al.|[[2005} [2007] is a visualization tool for time series data. The
main objective is to search and explore large time series data. The more recent version 3 aims to
provide forecasting through similarity-based forecasting. They use dynamic queries to specify
constraints for the time series. The queries are applied to find patterns in historical time series
and to display different possible forecasts. This queries specifying the pattern search can be
adjusted by the user. They provide a user interface to display multiple forecasts.

3.6 Summary

In this chapter we introduced the research field of Visual Analytics and discussed the state of the
art in that field. We presented a generic Visual Analytics process and a more specific process
for time-oriented data. The definitions of time-oriented data and time-oriented information was
presented and we answered the question how these aspects influence the design characteristics
of time-oriented data. We discussed time granularities and their role for the structure of time.
We explained how to visualize time-oriented data and provided a short survey of relevant visu-
alization techniques. The study of these visualization techniques and related tools unveiled that
Visual Analytics is a possible way to overcome the challenges we presented in Chapter [2]as our
problem domain. Especially in the work of Bernard et al.| [2012] we identified the fact that no
comprehensive toolkit was used, as a motivation for our work. In contrast to their system, our
solution is based on the R project for statistical computing. This enables us to use a broad range
of different algorithms and methods implemented in R and the enormous amount of additional
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packages. Furthermore the R project and the packages are considered free software, as they are
published under the GNU general public licens and similar licenses.

"http://www.r-project.org/Licenses|(08.01.2013)
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CHAPTER

Problem Statement and Research
Question

In Chapter [I] we briefly introduced the specific challenges of statistical time series analysis and
in Chapter [2] we studied our target problem in more detail. In this chapter we provide a con-
cise statement of the problems and derive the research question to solve them. We motivate
the question and justify its importance by discussing and directly referencing to the previous
chapters.

The first problem is that in many domains time series data naturally occurs unequally spaced
and occasionally has missing values. Examples for this are, time series observations by a failing
sensor, or measurements of irregular events [Box et al., 2008]. To analyze this sort of data,
there are some specialized and advanced methods, e.g. by [Jones| [1985] and |Box et al.| [2008]],
dealing with missing values and unequally spaced time series [Bisgaard and Kulahci, 2011}
Eckner, [2012]]. The most common approach is to apply interpolation techniques to equalize the
time series and to estimate the missing values and thereby enable the applicability of the various
methods defined for equally spaced time series also for unequally spaced time series [Bisgaard
and Kulahci, [2011]]. We get a rich set of existing methods and implementations in statistical
software tools to apply for time series analysis. However, these transformations are not flawless
and it is important to carefully apply the techniques and the estimation of missing values, to
avoid major drawbacks.

The second problem is to find the “best” model for a given time series. This model building
process is known as Box-Jenkins methodology [Box and Jenkins, [1970]], which we presented and
discussed in Section Although most of the methods in the single stages are implemented
in statistical software tools, there is rarely interactive visual support for this process. The tools
often support only the single stages of the process, but not the workflow of the whole process.
We discussed the lack of that support in the software tools in more detail in Section [2.8]

We introduced to the new research field Visual Analytics in Chapter [3] that aims to “com-
bine automated analysis techniques with interactive visualizations” [[Keim et al., [2010]]. Visual
Analytics methods are considered to enable the user to effectively understand large and complex
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datasets and to support reasoning and decision making on the basis of these datasets. The Visual
Analytics process presented in Section [3.1]is a good starting point to formulate a Visual Ana-
Iytics process for the target problem of time series analysis discussed before. The granularities
discussed in Section[3.2]are a great chance to use the structure of time for aggregating time series
with missing values and to use the granularities as lattice with different intervals to equalize time
series that are not equally spaced. The discussion about the visualization of time-oriented data
in Section [3.3]and the survey of the visualization techniques in Section [3.4] support the evidence
that Visual Analytics can overcome the problems and challenges stated before. The discussed
problems in the problem domain of time series analysis and the provided techniques of Visual
Analytics as possible solutions, lead to the main research question:

e How can Visual Analytics support the process of model building for time series anal-
ysis and help to choose the best transformation for unequally spaced time series and
missing values?

In order to answer this question and to tackle the problems, the goal is to design a Visual Ana-
lytics process and implement a prototype that supports the user

e in transforming unequally spaced time series to equally spaced time series and handling
missing values, where the drawbacks of ordinary interpolation are negligible,

e and in the whole process of model building with interactive visualization methods.

To achieve the goals and to support the main research question, we formulate the hypotheses for
this thesis, which are:

e Visual Analytics enables the user to choose the best transformation for unequally
spaced time series and missing values.

e Visual Analytics supports the model building process for time series analysis.

Although Visual Analytics methods have not been applied to the specific target problem of
time series analysis so far, there are solutions that are related in some way to ours. We discussed
the related tools and related work in Section and We already presented the definitions
of a high level Visual Analytics process and a more detailed process for time-oriented data in
Section [3.1] but these processes do not answer the question of the target problem. Equally, our
description of the target problem and the Box-Jenkins methodology in Section [2.2] guide to ask
the question, but do not answer it. The methodology and the tools presented and discussed in
Section[2.8|provide ideas on how visualizations are supporting some of the single steps and how
they are partially implemented and used in different tools. These ideas again motivate to ask the
question and confirm that it is worthwhile to answering it.

Another motivation to answer the question is that time series analysis is used in a broad
range of different fields by domain experts with different skill levels. We refer to important ex-
ample applications mentioned in textbooks and research in the corresponding fields of scientific
journals. The Journal of Time Series Analysis F_l a leading journal in its field, refers to fields of

1http://onlinelibrary.wj_ley.com/doi/lO .1111/9tsa.2012.33.issue-5/issuetoc
(08.01.2013)
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application in neurophysiology, studies of biological data and signal processing, which itself is
applied for medical applications. A recent (September 2012) special issue of the journal is about
Time Series in the Biological Sciences, which shows the importance of time series analysis in
this field.

In textbooks about time series analysis, for example by Shumway and Stoffer| [2011]], the
authors list examples for the impact of time series analysis on scientific applications. In epi-
demiology it is applied to research and predicts the number of influenza cases. In medicine
it helps evaluate drugs used for treating hypertension by analyzing blood pressure measure-
ments taken over a period of time. Furthermore, brain-wave time series patterns from functional
magnetic resonance can be used to study how the brain reacts to certain stimuli under various
experimental conditions.

It is beneficial to think about Visual Analytics methods as a tool to support these users in their
tasks. It is evident that human perception and cognition could be advantageous in some parts
of the model selection process. Although the calculations of the models are better performed
by a computer, it is difficult for a computer to evaluate which of a set of “good” models is the
“best”. By providing visualizations of these models, it is easy for humans to evaluate them.
By supporting this process and assisting in handling missing values and unequally spaced time
series, a domain expert, like a biologist, chemist, or epidemiologist, is able to find the “best”
models for the time series he or she is working on.
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CHAPTER

Scientific Approach

We follow roughly the characteristics of design studies described by Munzner| [2008]]. Hence we
need a comprehensive understanding of the problem domain and the target problem to achieve
the goals and verify the hypotheses defined in Chapter d In our case the domain is time se-
ries analysis and the target problem is discussed in Chapter 4] The first step in the previous
chapter was to describe the problem precisely and formulate the main research question and the
hypotheses for the thesis.

To enable the reader to judge our solution, we explained the background information about
time series analysis in Chapter [2] To justify the application of a Visual Analytics process to the
target problem, and argue the design choices, we presented the basics of Visual Analytics and
time-oriented data in Chapter [3] These two chapters provide the results of studying the state
of the art in each of the two areas of research. This was the second step after specifying the
problem statement and stating the research question.

We combined these findings to define a Visual Analytics process as described in the fol-
lowing Chapter[6] After defining the Visual Analytics process we formulated the requirements
for the prototype implementation. Before we started to implement the prototype, we decided
on the technologies that we then used for the implementation. The design of the process and
the prototype, as well as the implementation of the prototype were done iteratively using agile
methods.

This thesis was carried out as part of the HypoVisE] project. The intermediate steps of the
state of the art research, the design choices and the implementation of the Visual Analytics
process and the prototype were shown in the project meetings of this project. In these regular
meetings we presented the findings and solutions, which were reviewed and discussed with the
project team members. The resulting suggestions to improve the solutions were considered in
the next iterations of the design and implementation process. Besides the continuous evalua-
tion of the process definition and prototype implementation in the project team, we tested and
evaluated the prototype using an example dataset and tailored use case scenarios. The critique,

"http://www.ifs.tuwien.ac.at/~lammarsch/HypoVis|(08.12.2013)
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suggestions and findings unveiled by this evaluation and testing are considered in the discussion
and conclusion of this work. Any open points are considered for future work.

We stated that we partially applied agile methods and processes for the design and the im-
plementation of the Visual Analytics process and the prototype. We followed the practices and
agile philosophy of [Shore and Warden| [2008]]. We created an initial Visual Analytics process
definition and an initial prototype based on basic requirements that we formulated as epics and
user stories. Based on the initial definition and implementation, we gradually evolved the Vi-
sual Analytics process and the prototype. We extended the process definition and added more
features to the prototype. This way the design of the Visual Analytics process and the prototype
iteratively grew to the final definition, design and implementation.

User Stories and Epics

User stories are a way to describe the requirements for a software product, which in our case
is the Visual Analytics process and the prototype. User stories evolved from the XP (extreme
programming) software development methodology introduced by [Beck] [2000]] and have an im-
portant role in other lean and agile software development methodologies. One popular method-
ology is Scrum [Cohnl 2010], where user stories are used to build the product backlog and for
sprint planning. The application of user stories in Scrum is discussed in detail by |Cohn| [2004,
2010].

User stories help to formulate the requirements in a way that is easy to use in discussions
within the development team, with customers or other stakeholders. It is possible to use any
template formulation that is suitable for a specific project. We used the simple template proposed
by Cohn|[2010], which is

Asa<type of user>, [ want <some goal> sothat <some reason>.

User stories are a simple tool that make communication easier. They are not tied to a specific
medium and in most cases simple index cards are used to write them down.

Epics are a form of user stories. Usually in the beginning only high level goals and require-
ments are known. These goals and requirements formulated as user stories are called epics.
Through the process of refinement the epics are broken down to smaller epics and further on
until they are very specific user stories. For these user stories it is then possible to estimate the
amount of work and implement the user story. It is usually not possible to draw an exact line
between epics and user stories. It depends on the project and the context.
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CHAPTER

Design of the Visual Analytics Process

In Chapter [2] we discovered the details of the problem domain. We identified Visual Analytics
methods in Chapter [3| as a basis to define a Visual Analytics process to overcome the stated
problems and answer the research question summarized in Chapter [d] In this chapter we rely on
our findings to present the main contributions of our work and the results of this thesis. To do so,
we provide the definition of a tailored Visual Analytics process in Section [6.I]that is used for the
implementation of the prototype. In Section[6.2]we formulate the requirements for the prototype
as epics and user stories. We introduce the technologies we used for the implementation of the
prototype in Section [6.3] In Section [6.4] we provide the final design and the description of the
prototype, and in Section[6.5| we discuss the packages and methods of the R project that we used
for computations regarding the prototype.

6.1 Visual Analytics Process Definition

In Section [3.1] we introduced two state of the art Visual Analytics processes. We presented the
general Visual Analytics process (K) by [Keim et al.|[2010] in Figure [3.1 and the more specific
process definition using the structure of time (L) by [Lammarsch et al.|[2011]] in Figure We
considered these two processes as the basis for the definition of our tailored process (C) that we
implemented in the prototype. To derive our tailored process (C), we adjusted processes (K) and
(L) to fit the specific domain problem of time series analysis. This resulted in two new process
definitions, one for the process of time series modification (M) in regard to missing values and
unequally spaced time series and the other for the problem of model selection (S). We then
combined processes (M) and (S) to a high level iterative process (C), that enabled us to use the
results of (S) as input for (M), which creates a feedback loop to adjust the time series to the new
insights of (S).
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Figure 6.1: Visual Analytics Process for Time Series Manipulation (M). The figure displays the
process of data manipulation and data transformation to granularity levels, to handle missing
values.

Visual Analytics Process for Time Series Manipulation

In Figure [6.1) we show the design of the process for modifying the time series. The goal of this
process is to aggregate the time series to a level of granularity and/or to impute missing values
and/or transform unequally spaced time series to equally spaced time series. The Data, which is
the time series to analyze, is provided as an Input. Domain Knowledge is based on experience
and Prior Analyses. The Data is visualized by an Interactive Visual Interface (D;s). The Do-
main Knowledge about granularities, the structure of time, and missing values is used (K,) to
view visualizations and build Hypotheses (Vi) by interpreting the visualizations. The Domain
Knowledge about granularities and imputation (K ;) is used to refine the Hypotheses and the In-
teractive Visual Interface by adjusting the imputed values (A;,,) and the level of granularity (A4,).
The granularity mapping and missing value transformations are applied (A,;,) to build Models
from Hypotheses using the given time series Data (Ag). The transformed and/or granularity
mappings of the time series are then visualized again in the Interactive Visual Interfaces (V).
Insights are gained from the Interactive Visual Interfaces (1) and/or from the Models (I,,,). The
result is a time series that is equally spaced and does not contain any missing values (trans-
formed, cleaned and equalized time series). The Area of User Interaction is highlighted in gray
and indicates the process steps, where the user is part of the process through user interaction.
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Figure 6.2: Visual Analytics Process for Model Selection (S). The figure shows the Visual
Analytics process for selecting and adjusting the model iteratively, to find the “best” fitted model.

Visual Analytics Process for Model Selection

The basis of this model selection process is the Box-Jenkins methodology presented and dis-
cussed in Section [2.2] of Chapter [2] The methodology is shown in Figures 2.1 2.2} and 2.3] of
the section. We show the Visual Analytics process definition in Figure [6.2] The goal of the
process is to find a model and adjust the order of this model and the level of differencing to
estimate a model that is the “best” fit for the given time series. The details of the theoretical
underpinnings of this process in statistical time series analysis are discussed in Chapter [2] Like
in Figure [6.1] the time series in Figure [6.2]is Data provided as Input. The Domain Knowledge
is based on experience and Prior Analyses. The Interactive Visual Interface is used to visualize
the Data (Dy;) to decide on the class of models and adjust the number of parameters as well as
the level of differencing. To interpret the Interactive Visual Interfaces, the Domain Knowledge
about time series analysis (K;s,) and about visualizations of time series and time series models
(Kp) is used. Based on this knowledge and the visual representations of the time series and time
series model, the Hypotheses are formed (V;s). By adjusting the level of differencing (A,) and
the order of the model (4,), the Hypotheses are refined. Based on the Hypotheses the model
is estimated with the given parameters (B,,) to build a model based on the Data (Agqtq). The
resulting model is analyzed using the Domain Knowledge about time series models and model
diagnostics (K,,,) and the visualizations of the residuals and model parameters (V). In this it-
erative refinement of the process, Insights are gained by (1) interpreting the Interactive Visual
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Figure 6.3: Combined Visual Analytics Process (C). This high level process shows how the
previously presented processes are combined and how they interact.

Interfaces (I,) deciding the fitness of the underlying model that is visualized, (2) the parameter
estimations which lead to the model configuration ([,,), and (3) the refinement process of the
Hypotheses building (I;,). The result is a model configuration with estimated parameters, that
is the “best” fit for the given time series, and can be used for forecasting. The Area of User
Interaction is again highlighted in gray.

Combined Visual Analytics Process

The Visual Analytics processes for time series manipulation (M) and model selection (S) are
combined to a higher level Visual Analytics process, where the result of the time series manip-
ulation, the adjusted and imputed time series, is used as the input data for the Visual Analytics
process for model selection (M). The insights and models derived from the Visual Analytics
process for model selection (S) then provide new knowledge for the time series manipulation.
The final model configuration of process (S) could be used to get a better estimation of the
imputed missing values in process (M). This iterative combination of the two Visual Analytics
processes enables us to refine the model selection further and results in a better model for the
given time series. In Figure [6.3] the iterative combination of the previously presented Visual
Analytics processes is shown.

6.2 Prototype Requirements

The requirements are driven by the main research question and the goal of the thesis we stated
in Chapter @ The goal we defined to overcome the discussed problems, is to design a Visual
Analytics process and implement a prototype that supports the user

e in transforming unequally spaced to equally spaced time series and to handle missing
values, where the drawbacks of ordinary interpolation are negligible, and

e in the whole process of model building with interactive visualization methods.

As we already stated in Chapter [5] about the scientific approach, we applied some basic
techniques from agile software development methodologies to implement the prototype. The
research question and the goal of the Visual Analytics process and the prototype, indicate how
we derived the following final epics and user stories in an iterative process. We then used these
epics and user stories to formulate the Visual Analytics process and implement the prototype.
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Epics

As mentioned in Chapter [5]epics are large user stories. They do have the same structure, but tell
a story about the intended use case from a higher perspective [[Cohn, 2010]. We split the epics
into smaller user stories to refine the requirements. The idea in this paragraph is to provide the
most important requirements for the Visual Analytics process and the prototype without going
into the full detail of the low level user stories.

Epics that formulate the high level goals:

As a domain expert (user), I want to handle missing values in a way so that drawbacks are
minimized that we sometimes have for ordinary interpolation.

..., I want to transform unequally spaced to equally spaced time series so that I can apply
less complex time series analysis methods.

..., I want to build a statistical time series model so that I can use that model for different
purposes, e.g. forecasting.

User Stories

User stories are defined to get a more detailed understanding of the requirements [[Cohn, [2010].

As a domain expert (user), I want to immediately notice gaps and missing values in the
time series so that I can decide on how to handle them.

..., | want to impute missing values with a method of my choice so that I have no missing
values any more.

..., | want to adjust the values for the missing values that were imputed by the method
of my choice so that I can fit the values to any pattern that is perceived from the visual
representation of the time series.

..., | want to adjust the level of granularity so that I can decide on the level of detail in the
time series.

..., 1 want to adjust the level of granularity so that I can overcome missing values by
aggregating to higher levels.

..., | want to adjust the level of granularity so that I can use this granularity as a lattice to
transform unequally to equally spaced time series.

..., | want to select a certain region in the time series so that I can use any subregion of the
time series for the model selection step.

..., | want to see all important visualizations of the time series and the model so that I can
decide on the model and assess how well the model fits the time series with one glimpse.
..., | want to adjust the model parameter at the place where the visualization provides the
information about this model parameter so that I can intuitively find the “best” model.

..., I want to include and exclude the seasonal components of the model and the seasonal
parameter inputs so that I can compare the seasonal influence and if no seasonal compo-
nents are needed, they do not distract me.

..., | want to see how a new model configuration compares to the previous model configu-
ration so that I can decide if one model configuration is better than the other.
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6.3 Implementation Technologies

In Section[6.T|we introduced the Visual Analytics process for time series analysis and derived the
requirements for the prototype in Section[6.2] Before we provide the details about the prototype,
we present the technologies used in the implementation.

Java

The prototype is implemented in the object oriented high-level programming language J avzﬂ
Java is widely used, especially at universities, because it is platform independent and available
as free and open source software. It is also well documented and there is a wide range of
libraries with special functionality already implemented. The main reasons to implement the
prototype in Java are the available libraries to use R in Java programs and the prefuse framework
that supports us in creating interactive visualizations. Furthermore there is the TimeBench API,
which provides an implementation for time-oriented data.

Prefuse

Heer et al.|[2005] introduced the software framework prefuse for Java that supports programmers
in creating dynamic visualizations. Prefuse consists of components to create and customize
interactive visualizations. The visualizations and interaction techniques are based on the findings
in the Information Visualization community. It is very easy for programmers to customize and
extend the existing components and string together the visualizations, as well as modify and
extend them.

JRI - Java/R Interface

We used the R project for statistical computing [R Development Core Team), 2012 in the proto-
type. The details about the R project, specific procedures and packages used in the prototype are
discussed in Section [6.5] Using Java/R Interface (JRI) enables us to use R in combination with
Java. It is possible to run R commands and output the results from inside a Java application.
JRI was first developed as a standalone packageE] but was later included in the rJava package
[Urbanekl, 2011]].

TimeBench

TimeBench is a Java API for time-oriented data, which is developed as part of the HypoVis
projectﬂ and CVASTﬂ It provides basic objects and elements as well as calendar operations for
time-oriented data. The most important data structure we used in our prototype is the temporal
dataset class. The temporal dataset was used to store the time series and provide it to the visual-
ization methods. The calendar operations support the granularity mappings of temporal datasets.

"http://java.sun.com (09.01.2013)

“http://www.rforge.net/JRI (13.01.2013)
Shttp://www.ifs.tuwien.ac.at/~lammarsch/HypoVis|(07.01.2013)
‘http://www.cvast.tuwien.ac.at/cvast (16.01.2013)
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Figure 6.4: VisuTimAlytics Overview. The figure is showing the complete user interface, where
(1) is the time series display, (2) the model configuration area, (3) the ACF/PACF plot as well as
further model configurations, and (4) the residual analysis plots.

In our prototype we used the granularity actions to build an aggregation tree, which contains the
different granularity hierarchy levels for the time series.

6.4 Prototype Design

Based on the process definition in Section [6.1] and the epics and user stories in Section [6.2] we
designed the prototype using the technologies discussed in Section[6.3] As it was a progress of
refinement along to the formulation of the user stories, we present the final version of the design.

Before we discuss the design choices and implementation ideas in detail, we first highlight
the most important design decisions for the prototype. One important decision was to use the R
project for statistical computing [R Development Core Team, [2012] as a comprehensive toolkit
for time series analysis and other calculation tasks. R provides a broad variety of methods known
from literature and our prototype is designed in a way that allows us to choose any suitable
implemented method from any package existing in R for any step in the process. The current
implementation only uses one specific set of methods, but the user is free extend the interface to
use any other method.

Because the calculations in time series analysis can be very time-consuming, especially
with large datasets, it is important that the user interface is still responsive to user input, while
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Figure 6.5: VisuTimAlytics Time Series Plot. The figure shows the detailed view of the time
series plotted over time. The time axis is shown on the top and is adjusted when using the range
slider on the bottom. On the right side there is the slider for adjusting the granularity level.

calculations are carried out. This is achieved by using Java threads, which allow the computer to
pre-compute model configurations and provide them upon request. As a result, the user interface
shows good reaction times for user input, even if the calculations are running in the background.

We named our prototype VisuTimAlytics, which is an abbreviation of Visual Analytics and
time series analysis.

User Interface

The user interface of the prototype is based on the workflow of the Visual Analytics process we
defined in Section [6.T] and the findings of the state of the art research in Chapters 2] and 3] The
visualizations are inspired by the plots that are used when applying the Box-Jenkins method-
ology in R and by the findings when studying the related work and the survey of visualization
techniques. We extended these visualizations so that the user is able to interactively adjust and
configure the dataset and model configurations. The result is an early prototype that implements
the Visual Analytics process for time series analysis.

The graphical user interface of the VisuTimAlytics prototype consists of a menu bar and
four areas. An overview of the graphical user interface is shown in Figure[6.4] Using the menu
bar the user can adjust some data related behavior. The main area of the application (1) displays
the time series plot, where the granularity level can be adjusted and missing values are handled.
Area (2) is the toolbox that can be used for configuring the model selection. The ACF/PACF
plot is shown in area (3), where the number of model parameter can be adjusted directly within
the plot. The plots in area (4) show the results of the parameter estimation as the plots for the
residual analysis.
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Figure 6.6: VisuTimAlytics Time Series Plot with Selected Region. The figure shows the time
series plotted over time, where the user has selected a specific region that is used for the next
steps in the time series analysis.

The time series plot (1) is shown in more detail in Figure [6.5] In this area of the graphical
user interface it is possible to explore the time series. The horizontal range slider on the bottom
allows the user to zoom in and navigate through the time series. When changing the zoom
level on the range slider, the time axis is adjusted to show a suitable resolution of time. Details
about the time points are provided on demand when moving the mouse cursor over a certain
time point. The essential part in this figure is the granularity slider on the right side, which is
discussed in more detail below. Figure [6.6] shows again the time series plot, this time with a
specifically selected time interval that we will use for the next steps in the time series analysis.
To create a region selection, the user has to press the control key and then click and drag the
left mouse button. When the mouse button is released, the region is selected. By pressing the
control key and clicking inside the region, it is possible to adjust the selection to the left and
right. By pressing the control key and clicking at either side of the region it is possible to resize
the region. To remove the region selection, the user has to double click the right mouse button
on the region.

In Figure the model selection toolbox (2) and the ACF/PACEF plot (3) are shown in more
detail. These are the areas for the configuration of the model. In the toolbox the max lag input
changes the number of lags in the ACF/PACEF plot below and in the ACF plot of the residuals in
area (4). The Include Seasonal Parameters check box enables or disables the configuration of the
seasonal component in the model, which also enables or disables the input for the Seasonal Span,
as well as the Seasonal Difference slider. With the Difference slider and the Seasonal Difference
slider the numbers for the parameter d and seasonal parameter D are selected. The continuous
vertical lines in Figure [6.7] can be adjusted along the x-axis to select the order of the model,
which is synonymous with the number of parameters. There is one vertical line for p, which is
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Figure 6.7: VisuTimAlytics Model Configuration Toolbox and ACF/PACF Plot. The toolbox
at the top is used to configure the maximum number of lags to display, to include the seasonal
components in the model, adjust the seasonal length (span), and change the difference and sea-
sonal difference of the time series. The four continuous vertical lines next to the cursor are for
the configuration of the time series model. In this figure they are settop = 2,q¢ =1, P = 2,
and Q = 0, which is the final model configuration for this time series. The plot is the ACF and
PACF over the lags and is interpreted according to the Tables[2.T]and [2.2] presented in Chapter 2]

the order and therefore the number of parameters for the autoregressive part of the model AR(p).
There is another vertical line for g, which is the order and therefore the number of parameters
of the moving average part of the model MA(q). If the seasonal components are enabled by
the check box, two additional continuous vertical lines appear, one for P, which is the order
and therefore the number of parameters of the autoregressive part of the seasonal component
of the model AR(P)s, and another one for (), which is the order and therefore the number of
parameters of the moving average part of the seasonal component of the model MA(Q)s. The
seasonal span s can be adjusted using the Seasonal Span spin box in the toolbox.

The residual analysis in the diagnostic plots (4) are shown in detail in Figure [6.12] In this
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Figure 6.8: VisuTimAlytics Missing Values Highlighted. The horizontal red lines indicates the
position of the missing values. The triangles are at the positions of the estimated values. It is
possible to drag the triangles and adjust the estimated values to any patterns.
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Figure 6.9: VisuTimAlytics Missing Values with Confidence Interval. The red lines highlighting
the missing values are used to mark the upper and lower boundaries of confidence intervals,
provided by the estimation of the missing values.

area the result of the model estimation are shown. The top plot shows the standardized residuals
over time. In the middle there is the ACF of the residuals over the lags and the normal quantile-
quantile plot of the standardized residuals. On the bottom plot the p-values of the Ljung-Box
statistic over lags are shown. More details on the diagnostic plots in the prototype are provided
below in another section.

After introducing the graphical user interface, we discuss the specific functions of the pro-
totype in the following sections.
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Missing Values

By default missing values are highlighted by a vertical line in the time series plot as shown in
Figure[6.8] In the visualization representation of the time series it is possible to either leave a gap
where the missing value occurs, or to connect the point before and after the gap, which simply
ignores the missing values. It is also possible to calculate an estimated value for the missing
value. The prototype implements the basic methods for missing value estimation used in R.
These R methods are implemented using an interface, which enables us to extend the prototype
and choose any missing values estimation method from R for application. After applying the
method, it is possible for the user to adjust the estimated value by dragging the data point along
the vertical axis, see Figure[6.9] If the estimation method provides any confidence interval, the
adjustment of the data point is limited to within these borders. In this case the vertical line
highlighting the missing values is reduced to the length of the interval and marks the lower and
upper boundaries of the confidence interval. This is shown in Figure[6.9]

Granularity Levels

In the detailed view of the time series plot, shown in Figure [6.5] the granularity levels are dis-
played on the right side of the time series plot. By moving the slider vertically, the user can
adjust the corresponding granularity level. The calculation of the new values for a higher or
lower granularity level is implemented by providing an aggregation function interface for each
granularity level. The default aggregation functions sum and mean are implemented in the cur-
rent version of the prototype. Both aggregation functions are implemented in a Java method
directly and by using the R interface to use these methods implemented in R. It is possible to
implement any aggregation method in Java and use any aggregation method that is implemented
in R. How to handle missing values in the aggregation is defined in the function definition and
should be considered when implementing a custom aggregation function. It is possible to use
different aggregation methods and handle missing values differently for each granularity level.

Time Series Manipulation

Below we explain how the Visual Analytics process for time series manipulation is implemented
in the VisuTimAlytics prototype. For each transition in the process we provide the corresponding
labels from Figure [6.1]in parentheses. Where the transition affects the user interface, we refer
additionally to the corresponding Figures[6.3] [6.8] and/or[6.9]

Viewing the data in the time series plot of the user interface (Figures Dy, Vis) un-
veils the missing values. One possibility to deal with the missing values is to aggregate the time
series to a higher granularity level (Figure @]; Ay). Adjusting the granularity level triggers the
granularity mapping of the time series (A4,,, A4) and results in a new time series that is provided
to the user interface (Figure[6.3} V},,), which is again viewed in the time series plot (V;5). Another
way is to impute the missing values and display the resulting time series (Figures[6.8] [6.9} A,,,
Ag, Vi, and then Vj,). It is possible to manually adjust these imputed values (Figure Ai).
The insights (I, I;,) and the domain knowledge (K ;, K, K;;,) are part of the user interaction,
but not part of the user interface.
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Figure 6.10: VisuTimAlytics Progress of Difference Slider. The user interface shows the change
to the visualizations when adjusting the level of difference. This enables the user to evaluate if
a higher level of difference is better than a lower one. This is not the case in this figure, because
the time series plot and the ACF/PACEF plot indicate a stationary behavior for the trend.

Model Selection

In this paragraph, we describe how the model selection process defined in Section [6.1]is imple-
mented in the VisuTimAlytics prototype. We explain in detail how the user interface facilitates
this process and creates short feedback cycles for the task of model selection. For each transi-
tion in the process that we describe, we provide the corresponding labels from Figure [6.2] the
number of origin from the original Box-Jenkins methodology in Figure 2.1} and the number of
the affected area in the user interface in Figure [6.4 By viewing the plots in the user interface,
we decide on a general class of models (Figure @ (1); Dys, Vis). By adjusting the level of
difference and the number of model parameters (Figure @ 2, 3; Ag, Ay, Vis), we identify a
so called tentatively entertained model (Figure @ (2); Byn). The adjustment of the relevant
faders triggers the system to estimate the parameters of the model (Figure @ 3); Agate) and
show the resulting diagnostics immediately in the user interface (Figure [6.4} (4); Figure 2.1}
4; Vg, Dys, Vis). The insights (I, I, I;,) and the domain knowledge (K44, K, Ky,) are again
part of the user interaction, but not part of the user interface.
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Figure 6.11: VisuTimAlytics Progress of Parameter Order. The user interface shows the change
to the visualizations when adjusting the model configuration. This enables the user to evaluate
if the next model configuration is better than the previous model configuration. In this figure the
continuous vertical line of the order p is moving from p = 0 to p = 1, which shows a slight
improvement in the residuals.

Parameter Adjustment

Another important design requirement was to visualize the change of the plots when adjusting
the model parameters. This was achieved by using sliders for the level of difference, continuous
vertical lines for the model parameters, and fading the resulting plots with different colors. This
process is shown in Figures [6.10} [6.1T] and in the next chapter in Figure[7.4} [7.5] and[7.6] Once
the slider or a vertical line is dragged from one value in the direction of the next value, the new
model configuration is calculated and the plots are seamlessly faded from one display to another
by using translucent fading of the bars, points, and lines. The colors for the plots are selected
by using the online tool ColorBrewerﬂ which is originally a tool for coloring maps. We used
this tool to get a qualitative color scheme, which is easy to distinguish on a screen. This set of
colors is used as an endless cyclic sequence for the coloration of the plots. This ensures that
each parameter combination is a different color, and the fading process uses always two separate
colors.

The toolbox to adjust the parameters and the continuous vertical lines in the ACF/PACF plot

Shttp://colorbrewer?2.org (18.01.2013)
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are shown in Figure By default the check box to include the seasonal parameters is disabled.
Therefore the seasonal span and the seasonal difference input are disabled and the vertical lines
for the order of the seasonal autoregressive and the moving average component of the model are
not visible. This ensures that the users do not accidentally fit a seasonal model, if they need a
non-seasonal model. By ticking the check box the inputs are enabled and the vertical lines for
the seasonal order appear.

In Figure[6.10] we show the fade process when adjusting the level of differencing. This also
impacts the ACF/PACF plot, therefore fading it too. In Figure[6.1T]one of the continuous vertical
lines for the order of the model has been dragged to the right and therefore only the residuals
are fading. When sliding the vertical lines for the seasonal order P and () in the ACF/PACF plot
shown in Figure the seasonal lags in the ACF/PACF plot are highlighted and any other lags
are shown translucent. This supports the user to more easily decide on the seasonal order of the
model.

Residual Analysis

To evaluate how well a model configuration is fitted to the time series, the prototype is designed
to show visual representations for the model diagnostics. We discussed the model diagnostics
in Section The goal is to visually explore the remaining part of the time series that is not
described by the model, and check if it is likely to be white noise. The visual representation of
the residuals in the user interface of the prototype is inspired by the representation used in R. In
Figure [6.12] the area displaying the plots for the analysis of the residuals is focused on. There
are four different plots. The first plot (1) is the time series plot of the standardized residuals.
The second plot (2) is the ACF over the lags of the residuals. The third plot (3) is the normal
quantile-quantile plot of the quantile of the standardized residuals against the quantile of the
standard normal distribution. The fourth plot (4) is the probability (p values) of the Ljung-Box
statistic for each lag. All four of these plots are also included in the interactive fading process
presented before. When the user modifies the model configuration, the residual plots are fading
from one to the other configuration continuously. This enables the user to see the change of
the model configuration and evaluate if the model fitness improves or worsens. This progress is
shown in Figure[6.10] [6.11] and

Residual analysis and tests for white noise, which are essentially tests for the randomness of
a dataset, are manifold in statistics and there are many implementations of these methods in R.
In our implementation of the prototype we focused on the standard tests and visualizations from
the standard packages used in the textbooks for time series analysis. Of course it is desirable to
enable the user to adjust and customize which tests and visualizations he or she wants to use in
the process. This is a possible feature for how to extend the prototype in future work.

6.5 R for Statistical Computing

We already mentioned that the VisuTimAlytics prototype is using the R project for statistical
computing [R Development Core Team) 2012]]. R is used for the calculations and the time series
model estimation. The results are displayed in the visualizations of the prototype using Java
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Figure 6.12: VisuTimAlytics Residual Analysis. The figure displays the area for the residual
analysis. The plots are (1) the standardized residuals over time, (2) the ACF of the residuals
over the lags, (3) the quantile of the standardized residuals against the quantile of the standard
normal distribution, and (4) the probability of the Ljung-Box statistics over lags.
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and prefuse. R is a widely used system for statistical computing and graphics. It is used by
the scientific community in statistics and other research fields that apply statistical methods.
One reason why it is so widely used is that it is distributed as free software under a GNU-style
copyleft licenseﬁ Another reason is the large number of statistical procedures that are already
included in the basic packages and that ease with which additional packages can be included.
There is a very active community that implements new state of the art statistical methods and
algorithms in R on a regular basis. In the R Joumaﬂ this progress is traceable.

Besides the methods in the standard packages, we used more specific methods for time series
analysis from additional packages. A good starting point and overview of the packages for time
series analysis is the task Vievﬂ for time series analysis. The class t s is the default class used
to store and calculate time series in R. It only supports numeric equally spaced time series.
The index is an ordered numeric number without gaps. Besides the ts class we also use the
extended class zoo based on the t s class, which can cope with timestamps as indexes that do
not necessarily need to be equally spaced. Another package we heavily used, is the astsa
package. It was published along with the textbook about time series analysis by Shumway and
Stoffer|[2011]]. Besides directly using the functions from the ast sa package, we modified some
of these functions so that they do not start a graphical window session to show the plots.

6.6 Summary

The objective of this chapter was to provide the results of this thesis, which are the definition of
the Visual Analytics process in the time series analysis domain and the design and implementa-
tion of this process as a prototype.

We provided the definition of two processes and the consolidation of these processes to one
high level process to overcome the stated problems and answer the research question. First we
introduced the process for data manipulation and data transformation. This process describes
how to adjust the granularity levels and apply the imputation to handle missing values and un-
equally spaced time series. The second process we presented was the process for progressively
selecting and adjusting the model iteratively to get the “best” fitted model. The combined pro-
cess shows how they are connected iteratively.

We derived the requirements of the prototype using the main research question, the problem
statement, and the process definition. We then formulated the requirements as epics and user
stories. We selected Java as the programming language to implement the prototype and to use
the R project for the statistical computing of the time series and the time series models. For the
graphical visualization of the data in Java we decided to use the prefuse toolkit.

We designed the prototype in a way that the workflow of the process definition is mapped
to the user interface. The VisuTimAlytics prototype supports the workflow used in time series
analysis and guides the user with interactive visualizations and immediate feedback through the
process. To compute the models and time series and provide the data for the visualization, we
use classes and methods from the standard and additional packages in R. The most important

®http://www.r-project.org/Licenses|(13.01.2013)
"http://journal.r-project.org (13.01.2013)
$http://cran.r-project.org/web/views/TimeSeries.html (13.01.2013)
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classes for the time series are the t s and zoo class. Besides the zoo package, we used mainly
the ast sa package and some modified functions from this package.

To confirm that the process definition and prototype implementation meet their goals, we
evaluate both of them in the following chapter.
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CHAPTER

Evaluation of the Prototype

In the previous chapter we introduced the Visual Analytics process for time series analysis and
the implementation of this process in the VisuTimAlytics prototype. We showed the design of
the prototype and how the user can interact. In this chapter, we discuss the evaluation of the
process and its implementation, the VisuTimAlytics prototype. In Section [/.1| we provide the
details about the dataset we used for the evaluation. We present use case scenarios and describe
how the prototype is applied using the dataset in Section[7.2] The presented scenarios then act as
a basis for our discussions in Chapter[8|about the benefits of the process and the prototype as well
as the limitations and what should be considered for future work. As already mentioned previous
chapters, e.g. Chapter[5] this thesis was written as part of the HypoVis project. The project team
consists of experts in Information Visualization, Visual Analytics, Human Computer Interaction,
User Interface Design, Computational Statistics, and Statistics. The intermediate results of this
thesis were presented in the project meetings, where they were reviewed and discussed with the
team members. The findings of the reviews are another source for the discussion in Chapter [§]

7.1 Example Dataset

In the introduction, we stated the importance of time series analysis amongst others in the do-
main of public health and epidemiology. Hence we have chosen a dataset from this domain. The
dataset is the daily number of deaths from cardiovascular disease in people aged 75 and older in
Los Angeles for the years 1987 to 2000 from the NMMAPS study by [Samet et al.[[2000]]. More
specifically, this is a dataset of the environmental epidemiology domain, because it does not
only contain data about the number of deaths by cardiovascular diseases, but also the daily mean
temperature and the levels of air pollution. The original dataset contains the data of different
cities in the United States of America, but we focused on the number of cardiovascular disease
deaths in Los Angeles only. However we consider the original dataset for future research, which
we will also discuss in Section[8.3]

The relevant columns in the dataset are date and cvd, which is the daily number of deaths
from cardiovascular disease. The date range of the dataset is from 1987-01-01 to 2000-12-31.
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Figure 7.1: Time Series Plot of the Cardiovascular Diseases Deaths Dataset.

There are no missing values in the dataset. The finest granularity of the dataset is day. The
number of deaths ranges from 18 to 106, with a mean of 45.11, median of 44, first quantile
of 38, and third quantile of 50. Figure [7.1| shows the time series plot in different granularities.
The first plot displays the number of deaths from cardiovascular disease per day, the second per
week, the third per month, and the fourth per quarter.

To evaluate how the prototype deals with missing values, we use the original dataset, but
introduce missing values to the dataset to show the functionality.
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Figure 7.2: VisuTimAlytics Evaluation Granularity Level Day, Week and Month. Showing the
process of granularity selection in a higher zoom level.

7.2 Use Case Scenarios

Select the Level of Granularity

The first use case scenario deals with the task to select an appropriate level of granularity for the
time series. In Figure [7.1] we already showed the time series plot of the cardiovascular diseases
deaths dataset in different granularity levels. The prototype provides an intuitive slider to change
the granularity level. In the details about the implementation of the prototype, we stated that it is
necessary to provide the information about the granularities along with the dataset. The specifi-
cation defines what the base granularity of the dataset is, which granularity aggregation function
must be used for the granularity steps, and up to which granularity level must be aggregated. In
the case of our example dataset the base granularity is day. We use the mean function for each
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Figure 7.3: VisuTimAlytics Evaluation Granularity Level Week, Month and Quarter. Showing
the process of granularity selection.

granularity level to aggregate until we reach the granularity level year. In Figures[7.2)and [7.3| we
show this process once with a zoom level showing a range of approximately five years and the
other with a longer time range. By operating the slider in the user interface, the user can directly
compare the different levels. The daily data in Figure[7.2]is too noisy around the seasonal trend,
which we can already identify. The weekly granularity level is much better, but still not perfect.
In both, Figures [7.2] and [7.3] the monthly granularity level is better than the weekly granularity
level. Figure [7.3]shows that an even higher granularity level, namely the quarterly granularity
level, is too flat to show enough variation in the time series. We therefore decide to continue our
work with the granularity level month.

66



Model Selection

In the previous step, we showed how the prototype is applied on the example dataset to select the
level of granularity. In this use case scenario we show how to select a suitable model. Following
the Box-Jenkins methodology presented in Chapter [2] we first consider the time series plot and
the autocorrelation function (ACF) and partial autocorrelation function (PACF) plot. According
to the selected granularity level month in the time series plot of the VisuTimAlytics prototype in
the following Figure[7.4] we consider that no difference may be needed. Moving the difference
slider shown in Figure [6.10] confirms that the change in the ACF/PACF plot, as well as the
residual analysis plots is marginal and therefore supports this decision.

We evaluate the ACF/PACF plot according to the behavior of the non-seasonal order of the
model in Table 2.1} For the non-seasonal component of the model we decide to have a mixed
ARMA model. In Figure [7.4 we show how sliding the parameter p affects the diagnostic plots.
The upper display of this figure shows that the adjustment of the non-seasonal AR model to
order p = 1 results in a more random appearance of the residual time series plot, a more straight
line behavior in the normal quantile-quantile plot, and lower lags in the inner-seasonal lags of
the ACF plot. In addition to further improvement of the plots in the lower display of this figure,
more p-values of the Ljung-Box statistics improve, if the order is changed to p = 2. The result
of the model configuration p = 2, which is an AR(2) model, is shown in the upper display of
Figure The lower display shows the effect on the residuals by adding a MA component
of order ¢ = 1 to the model. The lower display shows the transition of this adjustment and
creates the diagnostic plots for the assumed mixed ARMA model with p = 2 and ¢ = 1. This
configuration advances the model to show more randomness in the residuals and the diagnostic
plots strengthen the assumption that the normalized residuals are standard normal distributed.

The seasonal behavior is not covered by the model yet. Therefore the next step is to adjust the
seasonal parts of the model. We consider an autoregressive model, because sliding the parameter
P in Figure [7.6| highlights and unveils the seasonal lags and the cut off on seasonal lag 2 in the
PACF. This indicates, when consulting Table for the behavior of the seasonal order of the
model, that the seasonal component is likely to have order P = 2. The upper display in the
figure shows the improvement of the model when moving from seasonal order P = 0 to P = 1.
The lower display shows the improvement when moving from seasonal order P = 1to P = 2.
With this configuration, we get a seasonal model of the following form:

ARIMA(p=2,d=0,g=1)x (P=2,D =0,Q = 0)4_12

If we estimate the model and include the estimated parameters, we get the following time series
model:

(1 —0.3068B% — 0.5444B%%)(1 + 0.3143B — 0.3112B%)z; = (1 — 0.9072B)w;

To support the decision for this model configuration in addition to the residual plots in Fig-
ure[7.6] we evaluate the model criteria introduced in Section[2.5] The resulting criteria are shown
in Table According to this table, the model we selected with the VisuTimAlytics prototype
is the one with the minimum values for the AIC and AICc. The BIC for the selected model is
one of the smallest, but two other model configurations have a slightly smaller BIC. According
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to |Shumway and Stoffer [2011]] the BIC tends more to prefer rather a model of smaller order
than the AIC and the AICc. For that reason and because the difference in the BIC is relatively
small the criteria support the decision for the selected model configuration. We use the criteria
in this case, to show that we found a well fitted model using the VisuTimAlytics prototype. In
Section [2.5] we discussed that these criteria are used in the model specification as an additional
source to judge the suitability of the model configuration. We get these values in the prototype
when estimating the model parameters, but they are not integrated in the user interface of this
prototype version. For future work, we are considering to include these criteria in the graphical
user interface.

ARIMA (p,d,q) X (P,D,Q), | AIC AICc  BIC

ARIMA(0,0,0) x (1,0,0)12 | 10.7673 10.7801  9.8045
ARIMA(0,0,0) x (2,0,0)12 | 104573 104707 9.5131
ARIMA(1,0,0) x (1,0,0);2 | 10.5000 10.5000 9.5800
ARIMA(1,0,0) x (2,0,0)12 | 102016 10.2157 9.2760
ARIMA(L,0,1) x (2,0,0)12 | 10.1860 10.2010 9.2790
ARIMA(2,0,1) x (2,0,0)12 | 10.1824 10.1985 9.2940
ARIMA(3,0,1) x (2,0,0)12 | 10.1875 10.2048 9.3176

Table 7.1: VisuTimAlytics Evaluation Model Selection Criteria. The different model configu-
rations in the first column and the corresponding model criteria, introduced in Section[2.5] in the
other columns exhibit that the model configuration highlighted with the gray background is the
“best” fitted model. We selected this model using the VisuTimAlytics prototype.

Range Selection

Using the VisuTimAlytics prototype enables the user to select a range of the time series like we
showed in Figure[6.6] A possible use case scenario is to select a trend that starts and ends at a
defined point in the time series and only consider this trend for model selection. Another use
case scenario for time series containing missing values is to select a connected range to get a
subset of the time series without missing values.

In the following use case scenario we use the example dataset with the introduced missing
values as shown in Figure The scenario is to solve the problem of missing values by using
the range selection. We select the range starting with November 1994 and ending with the last
data point in the time series. We select the model as described in the previous section. Compared
to the complete time series we get a slightly different model, which is simpler and with fewer
parameters. In Figure the final step of this model selection process is shown. The upper
display demonstrates the model configuration with p = 2 and seasonal P = 1. The ACF
plot of the residuals indicates a remaining seasonal autocorrelation. In this case we consider
a seasonal difference of D = 1 as a possible solution to remove this autocorrelation in the
residuals. Sliding the seasonal difference fader as shown in the lower display of this figure,
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residual time series plot is visible.

improves this configuration. Finally we get a model with the following configuration:

ARIMA(p=2,d=0,g=0) x (P=1,D=1,Q = 0)s—12

Missing Values

Besides using a subset of the time series, we can use granularity aggregation to overcome the
problems of missing values described above. In our example dataset we introduced missing
values in the granularity level day. For the first use case scenario we ignore the missing values in
the aggregation. In this case we overcome the problem of missing values by choosing a higher
level of granularity, ending up with a time series with granularity level month without missing
values.

For the second use case scenario, we choose not to ignore the missing values. As a result
there are remaining missing values in the granularity level month, as shown in Figures [6.8 and
The scenario is to estimate the missing values using automated computation. The missing
values in these figures are estimated using linear interpolation. In our case the estimated values
are very good approximations, because the time series only has a few single missing values. On
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the visible seasonal pattern. With this adjusted estimated values there is no remaining pattern in
the residual time series. The red box indicates the same region in the residual time series plot as
in Figure [7.8| without remaining pattern.

the resulting time series including the estimated values, it is then possible to fit a time series
model. Because the estimated values are approximately like the original data values, the fitted
model is the same as presented in the use case scenario for the model selection.

For a third use case scenario, we introduce a connected sequence of missing values. The
missing values are estimated using a seasonal Kalman filter. For the theoretical background of
the Kalman filter we refer to the book by [Shumway and Stoffer|[2011], p. 325-335]. In Figure[7.§]
the sequence of missing values and the estimated values are shown. The major difference in the
model diagnostic plots is in the time series plot of the standardized residuals. Although the
other plots show that the model configuration is still very good for the time series, the residual
time series plot shows evidence that there is a remaining structure in the residuals that is not
covered by the model see the region indicated by the red box in in the residual time series plot
of Figure [7.8] This is due to the imperfect estimation of the missing values and especially due
to the missing trough between the two spikes. This trough is expected to appear based on the
seasonal pattern that is visible in the time series.

To continue this use case scenario, we adjust the previously estimated values manually to
approximate the seasonal reoccurring cycles. We end up with adjusted values as shown in Fig-
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ure Although these adjusted values do not follow the original time series exactly, they are a
very good approximation and the diagnostic plots show that there is no remaining pattern in the
residuals as before. The same region is indicated by the red box in the residual time series plot.

This use case scenario shows the strength of combining human perception and automated
methods. For the user it is relatively easy to adjust the values to the seasonal pattern that is
visible in the time series plot. We showed that even a good time series estimator cannot achieve
a comparable result to this manual adjustment.

7.3 Summary

In this chapter, we evaluated the Visual Analytics process for time series analysis and the im-
plementation of this process in the VisuTimAlytics prototype by using the prototype to actually
work on an example dataset. The example dataset that we selected for the evaluation is from
environmental epidemiological research. The dataset represents the number of deaths from car-
diovascular diseases in people aged 75 and older in Los Angeles for the years 1987 to 2000. We
presented this dataset and the key features of the dataset. Using use case scenarios, we showed
how the prototype is applied and how the user is supported in the process to solve the given
tasks. We considered the final discovered time series model as a good model for the example
dataset and supported this decision with further statistics. In the use case scenario to estimate
missing values, we highlighted the major strengths of manual adjustment using an interactive
user interface over automated methods for this time series.
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CHAPTER

Summary and Conclusion

In Chapter[I] we gave an overview of the content of this thesis and stated that the main objective
is to design a Visual Analytics process and implement this process in the domain of time series
analysis. To achieve this objective we studied the details of this domain in Chapter[2] Our focus
was the class of ARIMA and seasonal ARIMA models and the Box-Jenkins methodology for
model selection. We also considered the challenge of missing values and unequally spaced time
series. To overcome the problems stated briefly in Chapter [T} we studied the state of the art
methods of Visual Analytics in Chapter[3] We investigated existing Visual Analytics processes,
structures and properties of time-oriented data, as well as visualization techniques. Taking into
account the findings of this research, we formulated the research question and the hypotheses
for this thesis in Chapter 4 In Chapter [5] we presented the scientific approach used to apply
our research findings to achieve the anticipated results and how we evaluated the prototype. In
Chapter [| we showed how our research findings helped us to solve the problems stated. The
result was the definition of a tailored Visual Analytics process in Section [6.1|and the discussion
about the implementation of this process as a prototype and the design of the prototype in Sec-
tion[6.4] To answer the research question we formulated use case scenarios and evaluated the
prototype on an example dataset in Chapter[7]

8.1 Conclusion

In Chapter |2| we studied the problem domain of time series analysis. From our findings we
conclude that there is a well recognized and widely used process for the class of ARIMA and
seasonal ARIMA models in time series analysis. This iterative process, named the Box-Jenkins
methodology, describes how to find an appropriate model that fits the time series. We found
that the separate steps of this process are implemented in the major statistical software tools
we investigated, but that the overall process and especially the workflow of this process are not
supported in an intuitive and user friendly way. For the discussion about the tool support, we
refer to Section We determined that unequally spaced time series or time series containing
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missing values are a special challenge. The ways to handle these cases are either to use advanced
specialized methods in the Box-Jenkins process or to impute the missing values and transform
the unequally spaced time series to equally spaced time series. The latter enables the user to
use the standard methods and to understand what happens in the separate steps of the process.
We recognize that there may be other possible transformations that could be applied to a time
series as a data pre-processing step. Our focus however, is on the overall process of model
selection including a simple and intuitive way to overcome the complexity that is introduced
by unequally spaced time series and missing values. The investigation of the separate steps of
the Box-Jenkins methodology and their theoretical underpinnings unveiled that although it is
possible to support the user in this process by using visual exploration of the time series, it is
still necessary for the user to have a good level of domain knowledge about time series analysis.
The visual representations of the time series and the residuals of the selected model need to
be known by the user to decide on and adjust the model configuration. All in all we conclude
that the problem domain of time series analysis, more precisely the Box-Jenkins methodology
and the problem specified in Chapter [4] is an exciting target problem to apply Visual Analytics
methods to and overcome the discussed challenges.

To support our discussion about the application of Visual Analytics methods to the target
problem, we studied Visual Analytics and time-oriented data in Chapter [3] From the defini-
tion of the field of Visual Analytics alone, we concluded that it is a possible way to solve the
problems we tried to overcome. The exploratory analysis used in time series analysis and the sta-
tistical computations discussed in Chapter 2] already demand a close intertwinedness of human
reasoning and automated methods. The investigation of the generic Visual Analytics process
and the more specific process for time-oriented data confirmed that conclusion. Through the
analysis of the characteristic and structure of time, we discovered that the concept of time gran-
ularity is a way to use the structure of time for the aggregation of time series in time series
analysis. The visualization of time-oriented data and the survey of visualization techniques sup-
ported the ideas for visualizing the data in the process of time series analysis. The related work
we studied, showed that no attempt exists to apply Visual Analytics methods to the problem of
model selection in time series analysis from the perspective of Visual Analytics. The related
work however showed some inspirations on how to display time series data and which interac-
tion mechanisms could possibly be applied. We concluded that Visual Analytics and the Visual
Analytics processes are a possible way to overcome the challenges stated in Chapter |4| as our
problem domain.

Based on these conclusions and insights we designed the Visual Analytics process for time
series analysis. Along with the evolution of the process design, we formulated the requirements
for the prototype. We then implemented the VisuTimAlytics prototype based on the process def-
inition and the formulation of the requirements. These results gained from testing the prototype
using tailored use case scenarios are the foundation to answer the research question and support
the hypotheses. The presentation and discussion of the user interface and the visualizations used
in the prototype in Section[6.4]describe very well how Visual Analytics supports the challenge in
our problem domain. The application of the VisuTimAlytics prototype according to the use case
scenarios on the example dataset in Chapter [7] strengthens the arguments for the hypotheses. To
answer the main research question, which we stated in Chapter i} we recap the question here
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e How can Visual Analytics support the process of model building for time series
analysis and help to choose the best transformation for unequally spaced time series
and missing values?

and finally conclude that the presentation of the process definition and the prototype design, the
details about the visualizations and interaction mechanisms we used, and how this all is applied
to an example dataset following use case scenarios, answers this question and shows how Visual
Analytics supports the user to solve the stated problems. The research hypotheses are supported
in the same way as stated here for the research question.

8.2 Main Contribution

The contributions of this thesis are evident in all chapters and are included in the discussion
and conclusion of Section [8.1] In the following list, we provide the main contributions in a
summarized way:
o Identification and specification of the target problem in the problem domain of time series
analysis
o Investigation of the relevant Visual Analytics methods and visualization techniques for the
target problem
e Formulation of a Visual Analytics process for the stated problem of model selection and
time series transformation
e Implementation of this process as a prototype.
e Definition of use case scenarios to evaluate the prototype
e Discussion of the application of the prototype to an example dataset.

8.3 Future Work

The current version of the prototype implementation is not fully matured. The prototype was
tested with the example dataset we introduced in Section [7.I} which includes approximately
5000 data values in the granularity level of one day. For larger time series it is necessary to
improve the prototype to get a good performance. Another improvement to consider is to extend
the prototype to directly support more and other statistical methods that are implemented in R.
One idea would be to use robust methods to prevent the influence of outliers.

The support for the feedback loop, which we discussed in the definition of our combined
Visual Analytics process, is not directly implemented in the current version of the prototype.
The idea is to use the fitted model to estimate the missing values to get better estimations and
refit the model to the time series, to get again a better model.

The diagnostic of the time series model is at the moment limited to the diagnostic plots. For
future work, it would be interesting to include the performance of the model for forecasting the
diagnostic step. This could be done by using the first part of the time series and the model to
calculate the forecast for the next time point then use the actual value of this next time point to
forecast the next but one. This could be continued for the rest of the time series. This single—
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step—ahead—forecast time series could be shown along to the actual time series, which would
then be another way to decide how well the model fits the time series.

The transformation of unequally spaced time series to equally spaced time series is limited in
the current implementation of the prototype to use the lowest granularity as lattice to aggregate
to an equally spaced time series. The higher granularities are then calculated based on the values
of the lowest granularity. It would be beneficial to be able to first select the granularity using the
structure of time, which is then used as the basic lattice for the transformation.

Finally it is necessary to conduct a user study to evaluate the process and the prototype.
An interesting question for this user study is how much easier and/or how much faster it is for
different skilled domain experts or other users to work on the time series and fit a model to the
time series.
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