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Abstract
Event data is generated in many domains, like business process management, industry or healthcare. These
datasets are often unstructured, exhibit variant behaviour, and may contain errors. Before applying automated
analysis methods, such as process mining algorithms, the analyst needs to understand the dependency between
events in order to decide which analysis method might fit the recorded events. We define a categorization scheme of
event dependencies and describe a preliminary approach for exploring event data, combining visual exploration
with pattern mining. Events of interest can be selected, grouped, and visually explored, using either a sequential or
a temporal scale. We present two use cases with shopping event data and report expert feedback on our approach.

Categories and Subject Descriptors (according to ACM CCS): H.2.8 [Database Management]: Database
Application—Data Mining H.5.2 [Information Interfaces and Presentation]: User Interfaces—

1. Introduction

Analysing and understanding event data is essential to opti-
mize business processes. Events are associated with an event
source, or a case, which generates an event sequence. Or-
der and execution time of events are defined by timestamps.
Various techniques for mining event data are available, most
commonly, frequent sequential pattern [AS95] and associa-
tion rule mining [AS94]. Process Mining [vdA∗12, vdA11]
deals with mining event logs to discover, check and enhance
processes. Before applying automated algorithms complex
data has to be made understandable to find recurring patterns
and subsequences in event data, group the data and check
for errors [BMvdA13]. Thus, we propose a Visual Analytics
(VA) approach which aims at supporting analysts in the ini-
tial exploration and assessment of event data. Our approach,
described in Sect. 3, provides means for (1) browsing indi-
vidual sequences using both sequential and temporal scaling
(2) an overview of event and pattern frequency (3) perform
pattern mining and inspecting the location of (recurring) pat-
terns within event sequences. We define a categorization of
event dependencies that commonly exist in event data and
are crucial to identify in order to apply an appropriate min-
ing method. Our prototype is focused on the exploration of
the sequential dependency level, as a first step towards an
integrated approach. In Sect. 4 we demonstrate the approach
with two use cases for mining event-based shopping data and
discuss user feedback in Sect. 5.

2. Related Work

Techniques for the analysis and visualization of event-based
data are widespread. Workflow and process models de-
rived from event data are often represented in a graph or
flowchart-like manner [vdAWM04, GvDA07]. Techniques
for event data aggregation that are based on Sankey dia-
grams [RHF05], are, for example, Outflow [WG12] and Fre-
quency [PW14]. Other approaches, which mine and display
frequent event sequences, are ActiviTree [VJC09], VizTree
[LKL05], EventFlow [MLL∗13] and the approach proposed
by Wei et al. [WSSM12]. MatrixWave [ZLD∗15] uses mul-
tiple transition matrices to show the flow of events. Cloud-
lines [KBK11] shows aggregated event counts in a time-
oriented view.

Other approaches show individual event sequences. Dot-
ted charts [SvdA07] show the distribution of events over
time. Bose and van der Aalst [BvdA10] apply methods
from biology for event sequence alignment. Event Tunnel
[SOSG08] applies the metaphor of a 3D cylinder together
with different arrangement strategies. Arc diagrams [Wat02]
show repeating patterns in sequences. Approaches for the
visualization of sequences have also been proposed in bi-
ology, like for comparing or aggregating DNA sequences
[ADG11]. Existing approaches are focused on pattern visu-
alization, or on showing individual events. In contrast we
combine a pattern overview and an event view, showing in-
dividual events, in an interactive exploration environment.
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Table 1: Event dependency categorization scheme, along with support level in our prototype. The dependency levels are
divided depending on the multiplicity of event types and sorted from highest to lowest within each group.

3. Approach

We present our categorization of event dependency in Ta-
ble 1. Events are defined to be a realization of their specific
event type. Occurrences of certain events can be time depen-
dent or completely random. Realizations of multiple event
types which exhibit strict dependency occur in structured se-
quences. They can be described by workflow rules (process,
subset process) or by a set of common sequences (strict se-
quential). Realizations of multiple event types show loose
dependency, if they tend to occur together, or if they fol-
low/precede with varying time or other events in between
(loose, loose occasional).

Our research prototype aims to help the user to determine
the characteristics of event-based data and is focused on the
exploration of strict sequential dependency (see Table 1).
Our primary goal is to provide a versatile tool to assess event
data. At first the user browses the dataset to gain an overview
of event and pattern frequency and to develop initial hypoth-
esis about their dependencies. Custom event grouping, color-
ing and labeling for events of interest can be performed and
certain dependency patterns in these events can be examined
in detail.

3.1. Event View and Pattern Representation

We encode each event of a case as a rectangular bar whose
color represents the event type (see Fig. 1). All events of a
case are aligned horizontally as a sequence of bars. Cases are
arranged vertically beneath each other. Our example dataset
(see Sect. 4.1) contains the recorded requests of a webser-

vice connected to a webshop. Each user session (i.e. one user
browsing the shop) represents a case. The type of the event
can either be a request for related webshop items (R), a buy
request (B), or a view request for an item (V). Repeating oc-
currences of a selected pattern inside a case are connected
by semicircular arcs, similar to the arc diagram visualization
[23]. The semi circles facilitate following repeating patterns
and gaining insight into their distribution. If a pattern occurs
only once within a case, it is marked by a rectangle.

The whole dataset and all cases can be browsed rapidly
by scrolling in the same way as for documents or webpages.
We support different ordering modes of cases. Sort by time,
as a default mode, orders cases by the timestamp of the first
event. Sort by frequency of a selected pattern X (see Sect.
3.2) orders the cases according to the number of occurrences
of X within their events. Sort by sequence length orders the
cases by their number of events.

Our prototype enables the user to assign color and labels
to event types of interest. Coloring certain event types em-
phasises them and allows to analyse how they are related to
each other. Furthermore our approach allows to group mul-
tiple event types of low granularity. Grouped event types are
assigned the same color and treated as one abstract event in
pattern mining, as explained next.

3.2. Pattern Overview and Interactive Mining

We combine pattern overview and mining with the event
view. We perform simple pattern matching based on a slid-
ing window and count for each occurrence of the same se-
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(a) Event View

(b) Pattern Overview

(e) Mining Options

(c) Sequential Scale

(d) Temporal Scale

Figure 1: Interface. (a) Events of a case are shown as a horizontal sequence of bars. Cases (event sources) are arranged vertically.
Recurring instances of the selected pattern are connected by arcs. (b) A vertical bar chart shows pattern frequency. (e) Pattern
size and support can be defined. (c) Sequential scaling. (d) Temporal scaling emphasizes the actual time of events.

quence. A pattern can be defined either interactively by se-
lecting an event sequence of interest within the event view
or by entering the sequence as a regular expression. Further-
more our approach supports automatic mining of frequent
patterns, with user-defined pattern size and support thresh-
old (see Fig. 1e).

Mined as well as manually-entered patterns are shown as a
bar chart (see Fig. 1b). Bar length represents the pattern fre-
quency (i.e. how often the pattern occurs in the log). The pat-
tern itself is shown as a sequence of colored rectangular bars,
just like in the event view. A selected pattern is highlighted
in the event view using arcs. Mining for patterns of size one
shows the frequency of each event type in the log. Mining
patterns of size two (two events in sequence) gives clues
about possible casual relationships between events. Findings
about event causality are the basis for generating hypothesis
and for constructing process models. Patterns of a larger size
help to identify repetitive behaviour, possible loops, or sub-
processes. Inspecting events and patterns allows to estimate
if a process model might fit to explain the observations, thus
we partially support (subset) process dependency (see Table
1). A video showing interactive mining is available in the
supplementary material of the paper.

3.3. Scaling Options and Filtering

Different scaling policies are supported. Sequential scaling
(see Fig. 1c) renders succeeding events in an equally spaced
grid, no matter how much time passed between them. Par-
tial support for time dependency (see Table 1) is provided
by temporal scaling (see Fig. 1d). It allows to see how much
time has passed between the events. Switching the scaling
helps to reveal casual as well as temporal features of the
dataset. Moreover, we provide a filter functionality to filter

the cases with respect to event attributes. It can be used to
select a subset of cases which exhibit a specific behaviour or
are of specific event types.

4. Use Cases

We apply our approach to event-based shopping data, which
contains information on past purchases and transactions.
Customer data is often used for product recommendations
and to analyze customer response to certain offers. In con-
trast with other data sources related to these tasks, such
as shopping baskets and customer preferences, event-based
data reveals dynamic purchase behaviour. Initial exploration
of such data sources is crucial for the analysts to determine
their value and to decide on the mining method. Another
goal is to identify interesting behaviour and patterns that
might help to explain, for instance, how different purchases
are related to each other.

4.1. Webservice Log

The first use case is the exploration of a webservice log con-
nected to a webshop (see Sect. 3.1). As shown in Fig. 1a and
1c view requests (V) are often followed by requests for re-
lated items (R) (pattern VR is selected and highlighted). Buy
requests (B) rather happen in the end of a session, the ma-
jority of users tend to explore the shop (view requests and
related requests) before they make their purchase. To further
examine this hypothesis the analyst can mine for patterns
of size two and display the pattern counts in the pattern list
(Fig. 1b). This reveals that buy requests preceded by related
item requests (RB) is a common pattern. Selecting this pat-
tern in the list displays this pattern in the event view, which
confirms that one or multiple buy requests are preceded by
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a longer search for items. Switching to the temporal scale
gives insight about session duration (see Fig.1d). Most ses-
sions do not take more than one hour. Buy requests tend to
happen with a little delay after bursts of events related to
browsing the shop. Furthermore event abstraction might be
used to merge related item and view requests into one event
named "browsing" to visually emphasize this behaviour, i.e.
that buy requests happen in the end.

4.2. Transaction Data

Transactions contain information about payment events of a
customer. Each recorded transaction event consists of differ-
ent fields, like a timestamp, the purchase amount, the mer-
chant type and the Id of the customer. An example would be
a transaction made on 17.11.2014 at 16:00, with a purchase
amount of 50 euro at a music store by customer 540503.
Transactions of a customer are considered to be a case (cus-
tomer is the event source) and the merchant type is consid-
ered to be the event type. Initial analysis suggests that the
sequences of the dataset are rather unstructured. Filtering is
first applied by the analyst to reduce the working set to inter-
esting cases. For example, to analyse the behaviour of travel-
ling customers, we can include all cases in the set which con-
tain at least one transaction associated with a hotel payment.
In the next step custom colors and labels can be assigned to
certain event types, such as hotel (H), airline (A) and restau-
rants (R) payments. Mining for frequent event types gives
insight that travelling customers seem to purchase at super-
markets and also use computer network services. Switching
to the temporal scale reveals that some events types occur
periodically, for instance, on a daily basis (like restaurant
visits).

5. User Feedback

We conducted an informal user feedback session with four
users, which work for a company that deals with analysing
and mining customer data. Our goal was to gather qualitative
feedback to find out if the users understand the design and
if functionality needs extension or refinement. After a short
introduction the users were asked to solve a set of tasks. Fi-
nally they freely explored the prototype and expressed their
opinion. The prototype and the visual design was generally
appreciated by all the users. Some issues were related to
usability, for instance, most users expected immediate re-
sponse to the interaction with the sliders for pattern size and
support and did not realize that they had to hit a button first.
Grouping, abstraction, and labelling of events was also sug-
gested by the users, during as well as after exploring the
prototype. Other suggestions were to show the actual time
of events and to allow filtering of cases. All these sugges-
tions are already integrated in the current design. Scalability
to large datasets having a large number of event types was
also discussed, and is still an open issue (see Sect. 6). We
plan to conduct further feedback sessions, as well as to use

additional event datasets in the future to refine and extend
our approach.

6. Discussion and Future Work

Our approach is still preliminary and has some limitations.
An important issue to address is scalability. The limited
number of well-distinguishable colors limits the types of
events that can be emphasized simultaneously. Another chal-
lenge is to display multiple patterns simultaneously without
cluttering. Appropriate scaling and aggregation mechanisms
as well as a pixel-based visualization need to be investigated
to gain an overview of a large number of cases and events,
without the need for scrolling. Ordering the cases by similar-
ity can help to find and group cases with similar behaviour.
Different analytical and visual means need to be investigated
to support analysis of event data with a loose level of de-
pendency in the future (Table 1). For example, a view which
shows the aggregated frequency of event types over time can
reveal correlation between different event types as in Cloud-
lines [KBK11]. Fuzzy pattern mining algorithms are needed
to detect specific event patterns despite variations and miss-
ing values in event sequences. Our future work is to support
the assessment of event dependencies in a given dataset and
to give experts a versatile tool to quickly analyse event-based
data.

7. Conclusion

Analyzing event data is gaining importance due to the grow-
ing volumes of event data being recorded. It is necessary to
inspect and assess event logs before applying mining algo-
rithms. The degree of dependency between events dictates
the appropriate automated methods to apply. We define a
categorization for event dependency in event-based data and
propose a Visual Analytics approach to explore and anal-
yse dependency patterns in the data. Our approach supports
exploring sequential dependencies by visualizing event se-
quences as well as the results of pattern mining algorithms.
Furthermore, abstraction, filtering, and other interactions al-
low detailed analysis of certain patterns to develop hypothe-
ses about the data. Two use cases for mining shopping event
data demonstrate the applicability of our approach and the
insights it can provide in event data. Our approach is still
preliminary and restricted to small data sets having few hun-
dreds of event sequences and a handful of event types. By
integrating more advanced visualizations and pattern min-
ing algorithms, our approach can be extended to provide
overview of larger datasets and to reveal more complex de-
pendency patterns in the data.
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