Visual Analytics Methods to Guide Diagnostics
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Fig. 1. The graphical user interface of TiMoVA-Predict: (a) time series display showing the one-step-ahead predictions (red) next to
the actual values (blue/gray), (b) toolbox for model selection and prediction, (c) autocorrelation and partial autocorrelation plots for
selecting the model orders, (d) diagnostic plots for the residual analysis, () model selection history including the information criteria.

Abstract—Visual Analytics methods are used to guide domain experts in the task of model selection through an interactive visual
exploration environment with short feedback cycles. Evaluation showed the benefits of this approach. However, experts also ex-
pressed the demand for prediction capabilities as being already important during the model selection process. Furthermore, good
model candidates might show only small variations in the information criteria and structures which are not easily recognizable in
the residual plots. To achieve this, we propose TiMoVA-Predict to close the gap and to support different types of predictions with
a Visual Analytics approach. Providing prediction capabilities in addition to the information criteria and the residual plots, allows for
interactively assessing the predictions during the model selection process via an visual exploration environment.

Index Terms—Visual analytics, time series prediction, model selection, time series analysis
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1 INTRODUCTION

In various domains time series analysis is applied to find a model
to a given time series. Predicting future values is one of the main
goals in time series analysis [1] and an important area of application
for a model [3]. One class of time series models are autoregressive
integrated moving average (ARIMA) models [3]. ARIMA models
are widely used for prediction tasks, for instance predicting electric-
ity prices [5], system failure analysis [10], and in different financial
and medical domains [17]. Finding such models for a given time se-
ries is a challenging and cumbersome task that involves iteratively re-
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peated computations and visualizations to be judged by domain ex-
perts. These users are usually experts in their respective domain with
knowledge in statistics and time series analysis, for instance public
health officials or economic analysts.

In previous work [2], we introduced a Visual Analytics (VA) ap-
proach to support these users in the task of selecting adequate ARIMA
models. During evaluation of the prototype it became apparent that
including the possibility to perform actual prediction would improve
the model selection process considerably. Integrating the prediction
capabilities into the exploration environment offers another perspec-
tive on the adequacy of the model for a given time series and raises the
confidence in the resulting model.

To integrate this prediction functionality in the model selection pro-
cess, we propose TiMoVA-Predict (Section 2) and demonstrate how
domain experts can use TiMoVA-Predict in a usage scenario [16] (Sec-
tion 3). For the usage scenario we use a dataset about the daily number
of deaths from cardiovascular disease of people aged 75 and older in
Los Angeles for the years 1987 to 2000 from the NMMAPS study
[12, 15].

TiMoVA-Predict guides during the model selection process with the
following functionalities:



e close coupling of prediction capabilities of the models with the
visual model selection interface,

e interactive visual exploration of different types of predictions in
direct relation to the input time series,

e visual means to explore the differences between the predicted
and the actual values.

2 TiIMoVA-PREDICT

In addition to our previous work, TiMoVA-Predict provides means to
(1) predict future values with respect to the selected time series model
and (2) judge the adequacy of the selected time series model based on
the prediction results. The close coupling of the prediction capabili-
ties with the visual model selection interface helps to decide on a less
complex model with fewer parameters to prevent overfitting.

Box and Jenkins [3] discuss seasonal ARIMA models together with
their Box-Jenkins methodology, which describes how to find an ad-
equate model for a given time series. A seasonal ARIMA(p,d,q) X
(P,D,Q)s model combines a non-seasonal ARIMA(p,d, q) with a sea-
sonal ARIMA(P,D,Q)s; model multiplicatively. Each of them has
an autoregressive component (AR(p) and AR(P)), a moving average
component (MA(g) and MA(Q)), a difference transformation (d and
D), and s for the seasonal length. The parameters p, P and ¢, Q de-
scribe the model order of the AR and the MA components and specify
the number of parameters that need to be estimated by, for instance,
a maximum likelihood estimator. For more details about the ARIMA
models cf. [3, 17].

For fitting the time series model and applying the prediction we
used the standard libraries integrated in the R project for statistical
computing [13] and the R libraries astsa [18] and zoo [20]. Our Java
implementation of the TiMoVA-Predict prototype is connected to R
using the Java/R Interface [19]. For the visualizations we used the
software framework prefuse [9], and as API for time-oriented data we
used TimeBench, a software library for time-oriented data [14].

As we use R libraries for the model fitting and the prediction,
TiMoVA-Predict is independent from a specific implementation of al-
gorithms and they are basically interchangeable. We employ the astsa
library in the prototypical implementation. This fits the model us-
ing conditional-sum-of-squares and maximum likelihood and provides
finite-history prediction applying Kalman forecast [17].

In general, the application of an ARIMA model for prediction is
based on the available observations x,x,...,x, at the time points
t1,t,...,ty. The predictions of the next m time points #,11,...,tx4m
are then denoted by X, 1, ...,Xy+m, Where m is an integer > 1. Thus,
the term predict refers to the predictions of future observations, using
the corresponding time series model. If we want to compare predic-
tions with actual values, we mimic this process: The time series is split
at time point #;, with 1 < k < n, the model parameters are estimated
for x1,...,xx, and the predicted values are X1, ...,%,. These values
can be compared with the observed values x¢,...,x,. A variant is
the one-step-ahead prediction, where £ is set to n/2 and step-by-step
increased by one until k = n. In each step, the model is fit to the
data points x1,...,x; and the predicted value X is derived. In that
way, prediction is successively done at only one time point using all
previous information. For more details about the estimation of the pa-
rameters and the error terms, cf. [17].

From evaluation of earlier work, it became apparent that it is bene-
ficial to not only use diagnostic plots for analyzing the model residuals
and the information criteria, but to also apply the time series models
for predicting future values (as mentioned in Section 1). This sug-
gests integrating the prediction capabilities of the models in the model
selection process. It is important for the model selection task to con-
sider the principle of parsimony [3] to prevent models from getting too
complex and avoid overfitting. Therefore, including predictions in the
interactive exploration environment during the iterative model refine-
ment loop enables domain experts to judge the prediction capabilities
and to select a parsimonious model.

To support the ARIMA model selection with the prediction capa-
bilities of the model, TiMoVA-Predict combines both in an interactive
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Fig. 2. Prediction of two seasonal cycles applying a model that does not
consider the seasonal cycle adequately in (a) and an adequate model
in (b). Comparing the peaks at the turn of the years in the prediction
and the previous years, the user can identify in (a) that the model does
not predict well enough, whereas the model in (b) predicts very well.
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exploration environment, shown in Figure 1. The graphical user inter-

face consists of five main areas:

(a) the time series display showing the input time series and, if ap-
plied, the model predictions,

(b) the model selection and prediction toolbox,

(c) the autocorrelation and partial autocorrelation (ACF/PACF) plots
(the model selection is steered by interactively moving the vertical
lines),

(d) the residual plots to perform the model diagnostics and decide for
an adequate model, and

(e) the information criteria for the same purpose as (d) and for inves-
tigating the model selection history.

A detailed explanation about the residual plots is given in [2] or
[17]. In this paper, we focus on the relevant elements for the pre-
diction and how the prediction is integrated into TiMoVA-Predict.
The user first explores the input data in the time series display (Fig-
ure la) and consults the ACF/PACF plot (Figure 1c), which gives a
first idea of possible model candidates. The models are selected using
the ACF/PACF plot and the toolbox (Figure 1b). The adequateness
of the model is diagnosed using the residual plots (Figure 1d) and the
information criteria (Figure le).

To couple the prediction with the model selection process, we pro-
vide prediction controls in a toolbox (Figure 1b). As described be-
fore, we include the prediction of future values and one-step-ahead
prediction that predict values within the given time series. A check-
box activates the prediction of future values followed by an input field
to specify the number of time point to be predicted. In Figure 2 the
predicted values are shown in the time series display. In our exam-
ple data set we have monthly data with yearly cycles. Selecting 24 as
the number of time points to be predicted, shows a prediction for 24
months or 2 years. The predicted values are represented by the red
points connected with the red line, while the dashed red line shows the
upper and the lower confidence interval, in this case £2 * se (standard
error). The gray background emphasizes this confidence interval.

Another way to assess the prediction capabilities of a time series
model is the one-step-ahead prediction. The time series is split into
two parts and the model is fitted to the first part of the time series to
predict the second part. Currently, we split the time series, with ap-
proximately one half of the time points in each part. However, in the
future we want to involve the user in the decision where to split. The
only constraint is the minimum length for the earlier/left part of the
time series, depending on the model order. The results of the one-
step-ahead prediction is shown in Figure 1a. In addition to the actual
time series (represented by blue circles connected by gray lines) the
predicted values and the confidence interval are plotted by red circles
connected by red lines and a gray background band. Using the hor-
izontal range slider below the time series display, the user can zoom



I predicted < actual value
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Fig. 3. The difference between the predicted and the actual values are
indicated with colored vertical bars. The coloring encodes if the differ-
ence is positive or negative i.e., if the prediction is higher or lower as the
actual value. Zooming with the time slider into (a) results in (b).

into the time series and compare the actual versus predicted values
along with the confidence interval in more detail.

For additional visual support we provide two ways of highlighting
the difference between actual and predicted values. Each of them can
be added to the one-step-ahead prediction using the checkboxes in the
toolbox (Figure 1b). The first option is to highlight the difference with
vertical bars. In Figure 3 we show this at two different zoom levels. We
used two colors from a diverging color scale to quickly identify if the
prediction is higher or lower than the actual value. For demonstration
we used purple for differences where the predicted is smaller than the
actual value and green for vice versa, i.e. cf. the legend in Figure 3 and
4. The second option to highlight the difference is shown in Figure 4.
In this case the area between the predicted value and the actual value
is filled. Large differences result in large colored areas, which are
recognized by the user even at a higher zoom level. In Section 5 we
discuss these modes of highlighting and provide further ideas.

3 USAGE SCENARIO

After introducing the basic concept and the graphical user interface
of TiMoVA-Predict, we briefly describe a usage scenario explaining
how the model prediction capabilities are used in the model selection
process. The scenario is that a public health official needs to predict
the number of deaths from cardiovascular disease. We use an example
dataset from the MMAPS study [12, 15], cf. Section 1, aggregating the
daily number of deaths from cardiovascular disease to monthly sums.

The user first investigates the time series (Figure la) and the
ACF/PACEF plots (Figure 1c). According to the information depicted
by the bars in these plots, the model order is selected (Figure 1b,c),
which triggers the computation of the residuals (Figure 1d). After in-
creasing the model order of the AR and the MA component to p = 2
and g = 1, the user recognizes that there is a seasonal behavior that is
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Fig. 4. The residuals are highlighted in a similar way as in Figure 3, but
instead of connecting the predicted and the actual values with vertical
bars, the area between the two lines is filled with color.

not covered by the model yet. Increasing the order of the seasonal AR
component in the model to P = 1 results in a better model according to
the information criteria and the residual plots. Experimenting with the
seasonal AR component the user recognizes that P = 1 and P = 2 both
give very good models according to the information criteria and the
residual plots. The information criteria of both models are very close
and the residual plots do not differ very much. The user needs to inves-
tigate the prediction capability in more detail now. First she/he selects
the model with order p =2, g =1, and P = 1, and selects the checkbox
with two seasonal cycles in TiIMoVA-Predict. This triggers the predic-
tion and shows the predicted values (Figure 2a). Comparing the pre-
dicted values at the change of the year 2000/2001 and 2001/2002 with
the actual values in the change of the year 1998/1999 and 1999/2000
(Figure 2a), the user identifies that the seasonal behavior is not pre-
dicted well by the model. Switching the seasonal AR component to
P = 2 using the vertical lines in (Figure 1c) results in new values (see
Figure 2b), where the peaks in the changes of the years are better rep-
resenting the seasonal pattern.

To investigate the prediction capabilities of the model in more de-
tail, the user clicks on the one-step-ahead prediction checkbox (Fig-
ure 1b). TiMoVA-Predict computes additional predicted values as de-
scribed in Section 2. They are plotted along with the actual values
(Figure 1a). The user investigates the differences between the actual
and the predicted values by highlighting them (Figure 3 and Figure 4).
In both views, the user can immediately see that the predictions are
close to the actual values. Therefore, the user is satisfied with the
prediciton results and decides that the selected model is adequate for
the time series.

4 RELATED WORK

There are several software tools used by mathematicians and statisti-
cians that implement the state-of-the-art methods and models for time
series analysis and support prediction, for instance the R project for
statistical computing, SAS JMP, MATLAB, EVIEWS, Mathematica,
Stata, and Gretl (cf. [2]). Most tools support time series analysis by
menu driven user interfaces. The model fitting, model diagnostic, and
application for prediction are initiated by the user either by command
line or menus and input forms, separating the application of time series
model from the model selection process, and provide no direct support
for the prediction when selecting the models. Often, it is necessary to
decide on a set of models or compute a large bunch of models and
arrange the results manually.

One notable solution is TimeSearcher [4], which is a visualization
tool to search and explore time series data. With dynamic queries it
finds patterns and displays multiple forecasts, provided by similarity-
based prediction. TimeSearcher uses a data-driven approach that needs
exceptional events to be excluded and requires large datasets compared
to model driven methods like ARIMA [4].

Another related work is the x12GUI [11] package for R. It offers
an interactive tool for the X-12-ARIMA software for seasonal adjust-
ment. The focus is on the exploration of the time series and the results
of the seasonal adjustment as well as the manual editing of outliers
[11]. However, for selecting a time series and adjusting the parame-
ters for the X-12-ARIMA call, only form-based input is used. For the
computed models there is a history, which allows for loading previ-
ous settings, but not to browse and directly compare them. For single
models x12GUI provides also the possibility to predict and visualize
future values, but this is not integrated in the model selection process.

To the best of our knowledge, there has been no work so far, which
closely couples the prediction with interactive visualization and imme-
diate visual feedback during the process of selecting ARIMA models.

5 DiIscUSSION AND OPEN CHALLENGES

Predicting future values is an important application area for time se-
ries models [3] and one of the main goals in time series modeling [1].
This is a strong argument to integrate the prediction capabilities of a
model in the model selection process to find a model that performs
well in prediction. Of course, it is possible to just rely on the diagnos-
tic residual plots and the information criteria, but often the values of
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Fig. 5. In CareCruiser [8] a diverging color scale is used to visualize
differences in patient parameters in the medical domain. This is a pos-
sible technique to highlight the difference between the actual and the
predicted values in another way as shown in Figure 3 and 4.

the information criteria differ only little and the structures in the resid-
ual plots are not easily recognizable among good model candidates.
TiMoVA-Predict provides possibilities to directly show the predicted
values and to compare them to the actual values. We plan additional
user studies to validate TiMoVA-Predict, including the future ideas
discussed below.

A very challenging open topic is the comparison of this rather strict
model based predictions to bootstrapping based predictions [17, 6].
This could be important especially for short time series, where the
risk of over-parametrization is present. Bootstrapping in time series
is not trivial because of the dependency in time. We expect that VA
methods may contribute for this challenge by interactive adjustments
of different options, like selecting different time points and resizing
the bootstrapping samples.

In Figure 3 and 4 we showed different ways of highlighting the
difference between actual and predicted values in the one-step-ahead
prediction. The idea of this coloring is to grasp how much they differ,
even on a higher zoom level. A large difference will generate long bars
or large areas, which are visually very prominent in the time series.
This indicates a model with inferior predictions. A limitation is that it
is not possible to judge details on what the difference actually means,
mainly in context of the confidence interval.

CareCruiser [8] uses a diverging color scale to highlight the
progress of parameter values from the initial value toward the intended
value of applied treatments. They use the whole height of the plot to
fill with the color according to the difference. Splitting the confidence
interval of the prediction into, for instance, four confidence intervals,
like 75%, 90%, and 95% with the difference between the actual and
the predicted values in the positive and the negative direction, we could
use a similar approach, as shown in Figure 5. That enables to fill the
background, using the full height, according to the deviation of the
actual versus predicted value.

There is an interesting effect between the bar and the area repre-
sentation of the difference. The surface of the area depends strongly
on the incline of the lines, which depends on the zoom level and the
length of the time series. Therefore, the area is rather perceived as a
slightly crooked bar than a vertical difference at a specific time point,
cf. for instance November 1999 and January 2000 in Figure 4.

Another variant for analyzing the difference is to use a parallel vi-
sualization for displaying the difference only. Qualizon graphs [7]
can be used as a space efficient visualization, for instance below the
time series display (Figure 1a). With Qualizon graphs the qualitative
abstractions of the differences according to the confidence intervals
using the diverging color scale would show more radical changes.

In case of the one-step-ahead prediction, there is the possibility of
quantifying the difference (actual vs. predicted values). Prediction er-
ror measures, like the mean error (ME) or the residual mean squared
error (RMSE), can be included for the models. Integrating that in the
table of the model history, as indicated in the additional columns (Fig-
ure le), the user can compare the prediction errors of different models.

6 CONCLUSION

Integrating the prediction capability of time series models for analyz-
ing and selecting ARIMA models, supports the users in the decision
for an adequate model. Calculating and visualizing the difference be-

tween the actual and the predicted values guides the user to prevent
overfitting and to find a parsimonious and adequate model. We dis-
cussed the benefits of including the prediction capabilities and the re-
maining open challenges and possibilities for future work. In a next
step we will evaluate these proposed concepts. TiMoVA-Predict en-
ables the user to judge a model’s prediction capability and decide on
an adequate model, even if the residual plots do not show recognizable
structures and the information criteria differ only slightly.
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