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Abstract

Objective. Formalizing clinical practice guidelines for a subsequerhputer-supported
processing is a challenging, but burdensome and time-oungutask. Existing methods
and tools to support this task demand detailed medical leuyd, knowledge about the
formal representations, and a manual modeling. Furthexpformalized guideline doc-
uments mostly fall far short in terms of readability and ustiEndability for the human

domain modeler.

Methods and Material. We propose a new multi-step approach using informatioraextr
tion methods to support the human modeler by both autompting of the modeling pro-
cess and making the modeling process traceable and compielee This paper addresses
the first steps to obtain a representation containing psesewhich is independent of the

final guideline representation language.

Results. We have developed and evaluated several heuristics witheubeed to apply
Natural Language Understanding and implemented them ianagiwork to apply them to
several guidelines from the medical subject of otolaryaggl Findings in the evaluation

indicate that using semi-automatic, step-wise infornmagixtraction methods are a valuable
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instrument to formalize CPGs.

Conclusions.Our evaluation shows that a heuristic-based approach daevacgood re-
sults, especially for guidelines with a major portion of $etnuctured text. It can be applied

to guidelines irrespective to the final guideline represton format.

Key words: Information extraction and integration, clinical praetiguidelines,
computer-interpretable guidelines, guideline represgent, treatment processes,

time-oriented information, otolaryngology

1 Introduction

Computer-supported guideline execution is an importasttument for improving
the quality of health care. To execute clinical practicedglines (CPGs) in a com-
puter-supported way, the information in the guideline, ahhis in plain textual
form, in tables, or represented in flow charts, has to be fbredh Consequently,
this means that a formal representation is required in doderake the information
computable. Thus, several so calaideline representation languagkave been
developed to support the structuring and representatimamdus guidelines and

protocols and to make possible different kinds of applarsi(see [1] and [2]).

Many researchers have proposed frameworks for modelingsGRP@ computer-
interpretable and -executable format (a comprehensildevaw can be found in
[1] and [2]). Each of these frameworks provides specific gling representation

languages. Most of these languages are sufficiently conthbxthe manual for-

* This is an extended and revised version of K. Kaiser, C. Akkayd S. Miksch. Gaining
Process Information from Clinical Practice Guidelinespd?rof the 10th Conference on
Artificial Intelligence in Medicine (AIME), 2005.
* Corresponding author. Phone: +43 (1) 58801-18839. Fax{14338801-18899

Email addresseskai ser @ fs. t uwi en. ac. at (Katharina Kaiser),
cemakkaya@nk. at (Cem Akkaya)si | vi a@fs.tuw en. ac. at (Silvia
Miksch).



malization of CPGs is a challenging project. Thus, resehashto be directed in
such a way that tools and methods are developed for supgah@nformalization
process. Currently, using these tools and methods the hguoideline developer
needs not only knowledge about the formal methods, but dsatahe medical
domain. This results in a very challenging, but time-conisignand cumbersome

formalization task.

Thus, we will look for new approaches that can facilitate finenalization pro-
cess, and support the developer by providing these kindamfledge, as well as

intelligent methods for a simplified guideline modeling gessing.

Within the next section we present related work of guideforenalization tools
and Information Extraction (IE) systems. In Section 3 wepmse our approach.
Section 4 describes our method which is evaluated in Se8ti@ur conclusions

are covered in Section 6.

2 Related work

In this section, we present a short discussion of some malavark describing

guideline formalization tools as well as some examples afyl§iems.

2.1 Guideline formalization tools

To support the formalization of clinical guidelines into aideline representation
language various methods and tools exist, ranging fromIsiextitors to sophisti-

cated graphical applications.

Markup-based tools. Steppef3] is a tool that formalizes the initial text in mul-

tiple user-definable steps corresponding to interactivedLXtnsformations. The



result of each step is an increasingly formalized versiothefsource document.
Both the mark-up and the iterative transformation processarried out by rules
expressed in a new transformation language based on XMbpp8tedocuments
all activities. So the transformation process can easilieb®wed by other users.
Stepper also provides an interface showing the intercdiomelsetween the source

text and the model.

The GEM Cutter[4] transforms guideline information into the GEM formaf,[5
showing the original guideline document together with tberesponding GEM
document and makes it possible to copy text from the guidebrthe GEM docu-

ment.

The GEM Cutter is similar to thBocument Exploration and Linking Tool / Addons
(DELT/A), formerly known as Guideline Markup Tool (GMT) [6], whichguorts
the translation of HTML documents into an XML language. DEAprovides two
main features: (1) linking between a textual guideline asfbrmal representation,
and (2) applying design patterns in the form of macros. DBLAllows the defi-
nition of links between the original guideline and the tanggresentation, which
gives the user the possibility to find out where a certaineaitthe XML-language
notation comes from. Therefore, if someone wants to knovotlgen of a specific
value in the XML file DELT/A can be used to jump to the corratgtipoint in the
text file where the value is defined and the other way round. Bama of these
features the original text parts need not be stored as pHréaarget representation
elements. The links clearly show the source of each elennetiitel target repre-
sentation. Additionally, there is no need to produce a dunden natural language

from the target representation, since the original texiaiesiunaltered.

Uruz, part of theDegelframework [7], is a web-based markup tool, which resem-
bles DELT/A but does not maintain links between differemiresentations of the
guideline. It can also be used to create a guideline documihout using any

source by directly writing into the knowledge roles of a &rgntology. Uruz en-



ables the user to embed in the guideline document termsatigg from standard
vocabularies, such as ICD-9-CM (International Classiicabf Diseases) for di-
agnosis codes, CPT-4 (Current Procedural Terminologypfocedure codes, and
LOINC-3 (Logical Observation Identifiers, Names, and Cddes observations

and laboratory tests.

Graphic tools. AsbruView[8] uses graphical metaphors to represent Asbru [1]
plans. It is a tool to make Asbru accessible to physiciand targive any user an

overview over a plan hierarchy.

The Plan Body Wizard (PBWOf the Degelframework [7] is used by medical ex-
perts for defining the guideline’s control structure in thebfu representation [1].
It enables a user to decompose the actions embodied in telga into atomic

actions and other sub-guidelines, and to define the cortraitare relating them.

AREZZOandTALLIS[9] support the translation into PR@ma[10] by means of
graphical symbols representing the task types of the laygua

Protege[11] is a knowledge-acquisition tool that supports thegtation into guide-
line representation languages such as EON [12], GLIF [1PR€forma[10]. It
uses specific ontologies for these languages, whereaop#resformalization pro-
cess can be accomplished with predefined graphical sym®RIEZZO, TALLIS,

and Protégeé represent the processes by means of flow.charts

But still, in all of the above mentioned cases the modelingcess is complex
and labor intensive. Therefore, methods are needed thdtecapplied to automate

parts of the modeling task.



2.2 Information Extraction systems

IE is an emerging NLP technology whose function is to procesdructured, nat-
ural language text, to locate specific pieces of informatiwracts in the text, and
to use these facts to fill a database. Similar to IE systemwaeperswhich aim
to locate relevant information in semi-structured datd Hir®l often do not need to
apply NLP techniques due to a restricted grammatical stracif the information

resources.

For developing both IE and wrapper systems two approachedeapplied: (1)
the Knowledge Engineering approach and (2) the automatraileg approach.

The former is customized manually to a given task (6eSTUS[14], PLUM
[15], PROTEUY16]). But manually generating extraction rules is a cursbare
and time-consuming task. Thus, research has been direstadds automating this
task. The automatic approach takes a set of documents apdteatset of extrac-
tion patterns by using Machine Learning techniques. Autamearning systems

can be categorized in three groups:

(1) supervised learning systemequire a large set of training data to learn rules
using machine learning techniques (eAutoSlog[17], LIEP [18], ANNIE
part of theGATEframework [19], oWHISK[20]),

(2) semi-supervised learning systefesy.,Mutual Bootstrapping21], Snowball
[22], or EXDISCQ[23]), and

(3) unsupervised learning systemmghere rules are learned by a small set of seed
rules and an annotated corpus using bootstrapping metaa@d®utoSlog-TS
[24] or QDIE [25]).

To cope with the problems of "wrapper generation” and "wpmaintenance”
rule-based methods have been especially popular in reeans. ySome techniques

for generating rules in the realm of text extraction areezhiwrapper induction”



methods. These techniques have proved to be rather suddessE tasks in their
intended domains, which are collections of documents sscheb pages gener-
ated from a template script [26—28]. However, wrapper itidnanethods do only

extend well to documents specific to the induced rules.

In semi-automatic wrapper generation Machine Learning@gpghes are applied.
Tools may support the design of the wrapper. Some approadfezsa declarative
interface where the user shows the system what informati@xtract (e.g., [13,
28)).

Automatic wrapper generation tools use unsupervised ilggrnechniques.
Therefore, no training sets are necessary, just a postaenetuning (e.g., [29,
30)).

When developing an IE system one has to incorporate numeriesa to decide
which approach to apply [31]. These are the availabilityrafrting data, which
counts for an automatic learning approach, or the avaitglil linguistic resources
and knowledge engineers, where the Knowledge Engineepipgach may be fa-
vored. Also the level of performance required and the stalof the final spec-
ifications are important factors which may be better fostdrg the Knowledge

Engineering approach.

3 Our approach: a multi-step transformation process

Most guideline representation languages are very powanfdlthus very complex.
They can contain many different types of information andadsl¥e therefore de-
cided to apply a multi-step transformation process (cfufagl). It facilitates the
formalization process by using various intermediate regméations that are ob-
tained by stepwise procedures. The multi-step methodatoggcessary, as a one-

step or even a two-step modeling process was shown to be fimiesu to the



modeler [32, 33].
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Figure 1. Guideline transformation process. A multi-stegcpss using intermediate repre-
sentations to transform clinical practice guidelines &dEGs) into a formal representation

language.

The benefits of the intermediate representations are:

Concise formalization process

Different formats for various kinds of information

Separate views and procedures for various kinds of infaonat

Application of specific heuristics for each particular kimidnformation

Simpler and more concise evaluation and tracing of eachegeostep

To process as large a class as possible of documents anchatfon we need spe-

cific heuristics. These are applied to a specific form of imfation, for instance:

Different kinds of information. Each kind of information (e.g., processes, pa-
rameters) needs specific methods for processing. By piegemtly one kind
of information the application of the associated methodrgpter and easier to
trace.

Different representations of information. We have to take into account various
ways in which the information might be represented (i.euctired, semi-struc-

tured, or free text).



Different kinds of guidelines. CGPs exist for various diseases, various user-groups,
various purposes, various organizations, and so on, arellle®en developed by
various guideline developers’ organizations. Therefarecan speak about dif-

ferent classes of CGPs that may contain similar guidelines.

To transform information by applying IE methods, we geredatpecific templates
that can present the desired information. The IE methodsctietlevant informa-
tion which is filled into the templates’ slots for subsequerticessing. In the next
section we present a method that extracts process infamftm clinical guide-

lines for otolaryngology using heuristic algorithms. Theput of this method is
a unified format, which can be transformed into the final repn¢ation. Detailed
information as well as information about the further preteg of the resulting

representation to th&sbrurepresentation is described in [34].

4 Extracting process information of clinical practice guidelines

CPGs present effective treatment processes. One chaldmge authoring CPGs
is the detection of individual processes and their relateomd dependencies. We try
to detect these using IE. CPGs consist of semi-structurddraa text. The result-
ing output can subsequently be processed to yield refingdgeptations, leading

ultimately to the representation in a specific guideling@spntation language.

Our main goal is to acquire treatment processes from CPGh f@cess is de-
scribed by at least one sentence. This means that a sentenagstance, Take
acetaminophen or ibuprofenpresents only one process and not a selection of two
processes. The rules are extraction patterns which are loaisgyntactical and se-

mantical constraints as well as delimiters.

In order to gain rules to extract the process information,finet had to choose

guideline documents which are then used to obtain the rmiés$atest these rules



with other CPGs. We have chosen guidelines from the NatiGuadieline Clear-
inghouse (NGC) repository using several criteria. These criteria are thidajine
category of treatment and management, the evidence-basdity gpf guidelines,
the existence of treatment instructions featuring temaspects of flows, the doc-
ument structure enabling the detection of text modules sisctables, lists, and
paragraphs, and the clinical specialty. We obtained skgardelines from various
clinical specialties and have chosen guidelines of otolgojogy. These resulting
18 guideline documents were developed by ten organizafseesTable 1). We then
divided the set into a training set of six guidelines (seeld@) and a test set of

twelve guidelines.

g?at\)/lslolping organizations of the guidelines used for dgaelent and testing.
Organization Guidelines
American Academy of Family Physicians 13
American Academy of Otolaryngology 13
American Academy of Pediatrics 13,15
Centers for Disease Control and Prevention 1,14

Cincinnati Children’s Hospital Medical Center 9, 10

Finnish Medical Society Duodecim 17
Institute for Clinical Systems Improvement 2,3,4,7,8, 16
Practice Guidelines Initiative 18

Scottish Intercollegiate Guidelines Network 6,11
University of Michigan Health Systems 5,12

4.1 Obtaining extraction rules

From the training set of guidelines we developed rules basedatterns for IE
using the knowledge engineering approach. Patterns ameededin three levels,
whereas patterns at a certain level serve as concept cliastes preceding lev-
els: (1) phrase level patterns, (2) sentence level pattamd (3) discourse level

L http://www.guidelines.gov
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Table 2
Set of guidelines used for development of the rules.

#

Title

2
4
7
10

12
16

Acute pharyngitis
Acute sinusitis in adults
Diagnosis and treatment of obstructive sleep apnea

Evidence based clinical practice guideline for medicahagement of otitis media
in children 2 months to 6 years of age

Otitis media

Rhinitis

patterns. Pattern rules were designed using the atomioagp{31]. Thereby, a

domain module is built that recognizes the arguments to anteand combines

them into template structures strictly on the basis of ligieht guesses rather than

syntactic relationships. In doing so domain-relevant eveme assumed for any

recognized entities, leading to high recall, but much oseegation, and thus low

precision. Further development would result improvingefdt and heuristics for

combining the atomic elements, improving precision.

Medical terms (i.e., drug agents, surgical procedures,daagnostic terms) are
based on a subset of the Medical Subject Headings (MéSJ#fijhe United States

National Library of Medicine. We adapted them according tesimg terms, differ-

ent wordings, acronyms, and varying categorization.

Phrase level patterns. They are used for identifying basic entities, suchiae

dosageiteration, andconditionexpressions, which build the attributes of actions.

They are defined by regular expressions.

Sentence level patterns. They use phrase level patterns, medical terms, and trig-

ger words for the medical terms to identify medical actiond #eir attributes.

The trigger words are mainly verbs and indicate the appdinaif a therapy (e.g.,

2 http://www.nlm.nih.gov/mesh/
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the administration of a drug agent or the implementation sfirgical procedure)
or the avoidance of a therapy. Sentence level patterns &mitée-based and use
syntactic constraints. We can categorize the patternsargtaups: (1) patterns for

free text and (2) patterns for telegraphic text.

The former are applied to free text, which has a grammatitcattire and is usu-
ally identified in paragraphs, but also in list elements. Sehpatterns indicate that
therapy instruments (i.e., agent terms and surgical proesii combined with trig-
ger terms (e.qg., 'activate’, 'indicate’, '‘perform’, 'presbe’) appearing in the same
clause identify relevant sentences. The particular clnsest not be condition
clauses. Phrase level patterns, such@ssage >, <dur ati on>, <condi ti on>,
and so on can be arbitrarily combined withher apy i nstrunent > <trigger >
pairs. But information concerning a treatment recommeadatan be distributed
in several sentences. These sentences including additdoanation (e.g., The
standard dose is 40 to 45 mg/kg/dayneither contain a therapy instrument nor a

trigger term, but also have to be identified by sentence fpette

Telegraphic text patterns are applicable in list elemdntshese elements often
ungrammatical text is formulated and therefore, there ineed for trigger terms.
Often, only a therapy instrument indicates the relevancyroélement. Other pat-
terns exist for list elements indicating that these elesard relevant if within their
context or in the paragraph preceding the list special teqppgar. These terms (i.e.,
‘remedy’, remedies’, ‘'measure’, ‘'measures’, ‘'medicatidmedications’) are im-
portant, because they specify actions that may not corft@irmpy instruments in
the form of agent terms or surgical procedures (&Mpjntain adequate hydration

(drink 6 to 10 glasses of liquid a day to thin mucgs)’

Discourse level patterns. They are based asentence level patternisut are aug-
mented to consider the structure and the layout of the dootem€hey are used to

categorize sentences, merge them to actions, and fincoredaips between actions

12



to structure them. To accomplish the latter task we analymstment processes
contained in the guidelines and detected the following gsees, whereas some of

them are identified by discourse level patterns:

e Processes without temporal dependencies

Sequential processes

Processes containing subprocesses

Selections of processes

Recurring processes

4.2 Gaining process information

To extract processes from CPGs we proceed in several steph sérve to fil-
ter segments of text containing treatment instructionmftbe documents and to
generate processes. We propose a two-step approach (see Bigo gain a repre-

sentation that is independent of the subsequent guidedpresentation language.

Intermediate Representations

Representations Independent of Representations
the Final Guideline Language Specific of the
Final
Representation

Clinical
Practice

Guideline

(CPG)

SentencelR ActionIR

- sentences

- actions - = = = = P

- structure

- XHTML format - relations

- loosely-
structured text

Marked-up
Guideline

Figure 2. Steps to obtain a semi-formal representation @< Ho gain process informa-
tion from a CPG the first two steps are accomplished in orddraie a representation

independent of the final guideline language.

The first step is to extract the relevant sentences contptn@atment instructions

by marking-up the original guideline document. This is expéd in Section 4.2.1.
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The subsequent step is to combine several sentences totmreat to structure

the actions and detect relations among them. This stepasided in Section 4.2.2.

These two steps should provide a basis for the subsequestdrmation of the

process information into any guideline representatioglage.

4.2.1 Extracting relevant sentences

This task is a first step towards our final guideline represenri. We will achieve
it by two modules: (1) the segmentation & filtering module g8§ithe template
generation module (see Figure 3 for an overview).

Guideline
Document

\ S—
Phrase Sentence
Patterns Segmentation & Filtering Patterns
\ S—

‘ Template Generation el
Format

Lexicon

N

SentencelR

Marked-u
Guideline
Document

Figure 3. Detecting relevant sentences. We split this tatsktivo modules: (1) segmenta-

tion & filtering module and (2) template generation module.

This first intermediate step is especially important as hetentire content of a
guideline contains processes, which are to be modeledoiédfin health care con-
sists of the three stages observation, diagnosis, andpthg38] we only want to

model the control flow regarding the therapy. Only about 20f%emtences of a
guideline are of interest for modeling these processesh@ratcount it is impor-

tant to select the relevant sentences for modeling.
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Thus, this task performs an automatic mark-up of sentertasare utilized to

process the subsequent steps.

Segmentation & filtering. Detecting relevant sentences is a challenging task,
which we undertake in two steps: (1) detecting irrelevaxitparts to exclude them
from further processing and (2) detecting relevant sem®nicrelevant text parts
(i.e., sections, paragraphs) are associated with diagin@gnptoms, or etiology,

relevant sentences describe actions of a treatment pescess

The first filtering occurs at the section level. Sections exdbcument with captions
indicating diagnosis or symptom declarations will be oedtin further processing.
We can identify these captions by keywords such as ’histatdgnosis’, 'symp-

tom’, 'clinical assessment’, 'risk factor’, and so on.

Detecting relevant sentences is not a trivial task. Firgt,parse the entire docu-
ment and split it into sentences. Then we process everyrsantgith regard to

its context within the document and its group affiliation.eféby, the context is
obtained by captions (e.tAcute Pharyngitis Algorithm AnnotatiorisTreatment
Recommendationg:and a group contains sentences from the same paragraph or
the same list, if there are no sublists. Each sentence iscierked for relevance

by applyingsentence level patterns

Template generation. After having collected the relevant sentences from the
guideline, we can proceed with generating the intermedéegieesentatiosenten-
celR We generate two files: one file listing all relevant senterzs®l the marked-up
guideline document (Listing 1 shows the source of a markeduideline docu-
ment). Both are linked by applying the same id to the sameesent. The presen-
tation of the template file and the guideline document aremaple as possible in

order to support the user by detecting all relevant sengence

15



Listing 1. Excerpt of a source listing of the marked-up glirde document "Evi-
dence-based clinical practice guideline for children waitlite bacterial sinusitis in children

1 to 18 years of age”. Relevant sentences are enclosed by HikkIl'a” tags.
1 <li>

2 <a id="delta:8">In children with risk factors for Streptococcus pneunpni ae,
it is recoomended that Amoxicillin, high dose (80 to 90 ng/kg/day) or

Augnentin (w th high dose anmoxicillin conponent) be utilized as
first-line therapy.

3 </ a>

4 <ul type="disc">

5 <li>

6 <a id="delta:9">Note: Failure with anoxicillinis likely to be due to

resi stant Streptococcus pneunoni ae, Haenophilus influenzae, or
Moraxel | a catarrhalis.

7 </ a>

8 <a id="delta: 10">Hi gh dose anmoxicillin wi |l overcone Streptococcus
pneunoni ae resi stance (changes in penicillin-binding proteins).

9 </ a>

10 The cl avul ani ¢ acid conponent of Augnmentin is active

11 agai nst resi stant Haenophilus influenzae and Moraxella

12 catarrhalis (B-lactanmase enzyne).

13 </li>

14 </ul >

15 </li>

4.2.2 Extracting required information and finding processe

The information contained i®entencelRnd the marked-up guideline document
are the input for the next task (see Figure 4 for an overvidéa)goal is to struc-
ture relevant sentences and find relationships betweearssd. Again, the output
of this task should be represented in a format that is ind#g@nof any desired

guideline representation format.

Structure extraction. In this task we obtain the context of each sentence by
means of hierarchical groups which is necessary for othetasss, especially the
merging and grouping and the process extraction. Evergraddiassigned to one
group. The context of a sentence defines the affiliation tooamand is defined

by the sentence’s position in the hierarchal structure. ¥éethhe superior headings

that establish several context items.

16



Marked-u
Guideline
Document

SentencelR

N ¥
‘ Structure Extraction ’
S—
\ Discourse
Patterns
[ Slot Extraction

AW

‘ Merging & Grouping

Phrase
Patterns

AW

e
Lexicon

Process Extraction ’

Template
Format

AW

Template Generation ]

ActionIR

Figure 4. Finding processes and extracting required indtion. We split this task into five

modules (i.e., the structure extraction module, the sltiaetion module, the merging &

grouping module, the process extraction module, and thplegengeneration module).

Slot extraction.

This module is used to extract therapy instruments (i.eepag

terms and surgical procedures), dosage information in chaedrug administra-

tion, the duration of the therapy action, the iteration infation of the action, as

well as conditions which have to be fulfilled to perform ani@at It uses both the

lexicon and thehrase level patterns

Merging & grouping.

In this module we categorize sentences in actions or neg-

ative actions and annotations. Annotations always belonagt teast one action

(or negative action). They cannot exist alone. This modxieresively applieslis-

course level patterns

First, we check whether a sentence describes an action gyagiveeaction. Neg-

ative actions are instructions that an action should notdséopmed, often under

17



specific conditions (e.g'Do not use aspirin with children and teenagers because
it may increase the risk of Reyes syndrojn@&lost guideline representation lan-
guages will handle such actions by inverting the conditleanguages may exist
which will handle these in other ways. Therefore, we proadepresentation for

such actions that can be used in a general way.

Furthermore, we identify annotations and assign them to tdugresponding ac-
tions or negative actions usimgame-alias coreferencingnd definite description
coreferencingoased on therapy instruments and their hypernyms. We dqopbt a

pronoun-antedecent coreferencing.

Process extraction. To group actions and to detect relationships between action

we usediscourse level pattern$Ve will describe those used by this module below.

The default relationship among processes is that theresgmchronization in their
execution. To group actions toselectionthey must fulfill the following require-
ments: (1) the actions have to belong to the same group, aradj€dts or surgical
procedures must have the same superordinate. For instanooesses describing
the administration oErythromycin CephalexinandClindamycinwithin one group

are combined in aelectionas all these agents are antibiotics. If actions are grouped

in a selection, one of these actions has to be selected todsatex.

Furthermore, we try to detect relations between actions dha explicitly men-
tioned within the text as well as relations that are imglcdiven by the docu-
ment structure. The former is very difficult to detect, as Witerocannot detect the
reference of the relation within the CPG (e.d\fter 10 to 14 days of failure of
first line antibiotic ...). Nevertheless, we found heuristics that arrange actions o
action groups if the reference is unambiguously extraetahk of the text. These
heuristics can be grouped in two categories: (1) detecéntgsices describing rela-
tions between actions, and (2) detecting actions that averitbed in the preceding

heuristic. A relation is mainly identifiable by a relatiomrte(e.g., 'before’, "after’,

18



'during’, 'while’). If such a term appears, we are searchimgtherapy instruments,
as these describe most of our actions. After we have detdeted terms, we search
for actions containing the particular instruments. If wedgound both the source

action and the destination action we can create a new mlatio

We use patterns of the document structure (8=grther Treatmentappearsaf t er
"Treatment’or 'Treatment’appeardef or e 'Follow-Up’) to detect implicitly given
relations. These patterns are part of discourse levelrpatte determine relations

between several groups.

Template generation. The template of this intermediate representation has to
contain actions as well as their relations. It has to be srapld concise and it has
to illustrate from which original data the current infornaet was built. We split
the newActionIRtemplate in three parts: (1) an area for actions, (2) an area f
relations, and (3) an area for the structure illustratirghlerarchy and nesting of

groups.

An action contains the action sentence, the assigned annotatioansesst treat-
ment instruments and their MeSH ids, information about th&ade, duration, or
iteration of a drug administration, and conditions. If tleti@n is part of a selec-
tion, it is stated by the selection id. DELT/A links are inited from theSentencelR
representation in order to provide the traceability of thecpss from both the orig-
inal guideline document and ti8entencelRocument. Listing 2 shows an example
instance.

Listing 2. Action instance of aActionIRtemplate for the guideline "Evidence-based clini-
cal practice guideline for children with acute bacterialusitis in children 1 to 18 years of

age .

1 <action id="8" parent="5" group="18" sel ecti on="0">

2 <delta-link link-id="8"/>

3 <description>n the child with no risk factors for penicillin-resistant
Strept ococcus pneunoni ae standard dose amoxicillin or Augnentin (with
standard dose Amoxicillin conponent) may be considered as initial
t her apy.

4 </ descri ption>

5 <agent s>

6 <agent MeSH="D000658" nanme="anoxicillin"/>
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7 <agent MeSH="D019980" nane="Augnentin"/>

8 </ agent s>

9 <condi ti on>

10 <itenpln the child with no risk factors for penicillin-resistant
St rept ococcus pneunpni ae

11 </itenp

12 </ condi ti on>

13 <annot ati ons>

14 <annot ati on>Note: Forty-six percent of isolates at Children’s Hospital
Medi cal Center of Cincinnati, Chio have internediate or high
Penicillin-resistant Streptococcus pneunoni ae and | ocal data
supports that 15% of children locally may fail initial therapy with
standard dose anoxicillin.

15 <delta-link link-id="9"/>

16 </ annot ati on>

17 </ annot ati ons>

18 <cont ext >

19 <itenpAntibiotic Treatment</itenr

20 </ cont ext >

21 <l/action>

Relationsare stated by their type (e.g., succeeding, precedinglapy@ng) and the
concerned actions by their DELT/A ids.

Apart from actions and their relations teructureof the document is given illus-

trating the nesting of the groups and selections.

5 Evaluation

The rules developed using training examples have to reatfte@where they are
able to extract the correct information from other exampies. In order to test
these acquirements we developed Java applications thatagerthe intermediate

representations.

The particular intermediate representations generated fihe test set were evalu-
ated by two persons using the DELT/A tool (see Section 2.4¢ Farticipants are
computer scientists, who are familiar with guidelines dgline formalization, and
the DELT/A tool, but have no medical background. Howevez,ahosen guidelines

do not require specific medical knowledge to evaluate the$kd.

We evaluated our rules using recall and precision meastihedecallscore mea-
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sures the ration of correct information extracted from g against all the avail-
able information present in the text. TReecisionscore measures the ratio of cor-
rect information that was extracted against all the infdramathat was extracted
[36].

For the evaluation we provided a test set of twelve guidslineXHTML format
and the necessary language and macro files for DELT/A. Thepants generated
key target templates for all test guidelines using the DELDOI. These were then
compared to the templates generated by our system, whaeeiaput of the second
step were the key target templates of the first step. For atratuthe mark-up task
we compiled the number of relevant sentences accordingtkeytarget template
(POS), the number of relevant sentences generated by ttearsy&CT), and the
number of correctly detected relevant sentences genebgtéite system (COR).
Out of these values we were able to compute the recall andsprescores (see
Table 3).

In [37] we described a preliminary framework which achievesults of 76 % re-
call and 97 % precision. However, many users claim that IEesys performing a
detection of relevant text parts are only of use if they desdidhe relevant parts
(i.e., a recall score of 100 %). Otherwise the user has to tteaéntire document
to find the remaining relevant sentences. Thus, we optintleedystem according
to recall. The resulting values for recall 80.8 % and precision 0B4.9 % are
promising and point out the benefit of the mark-up task. Weaddrepinion that
even with the current performance a benefit exists, becalseant sentences are
not equally spread on the whole document, but mostly canstitlusters which

have to be verified then.

To verify the process extraction task we again compareddsiss key target tem-
plates to the system’s output templates. We compiled thebeurof filled slots

according to the key target template (POS), the number bfitrs generated by
the system (ACT), the number of correct slot fillers generatethe system (COR),
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Table 3. Evaluation results of the mark-up task.

# Title SEN POS ACT COR| REC PRE
1 Acute otitis media: management and surveillance in an Epm@umococcal resis- 17 5 4 4| 0.8 1
tance
3 Acute rhinosinusitis in adults 44 10 10 9| 0.9 0.9
5 Allergic rhinitis 75 16 20 15/ 0.938 0.75
6 Diagnosis and management of childhood otitis media in anyncare 57 12 9 9075 1
8 Diagnosis and treatment of otitis media in children 269 49 9 4 49|1 1
9 Evidence based clinical practice guideline for childrathvacute bacterial sinusitis 171 32 32 31 0.969 0.969
in children 1 to 18 years of age
11 Management of sore throat and indications for tonsoiegt 96 20 18 18 0.9 1
13 Otitis media with effusion 87 7 5 5/0.714 1
14 Pneumococcal vaccination for cochlear implant candglahd recipients 20 4 30.75 1
15 Reduction of the influenza burden in children 50 6 7 6|1 0.857
17 Sore throat and tonsillitis 120 19 17 16| 0.842 0.941
18 Symptomatic treatment of radiation-induced xerostdmlagead and neck cancer pa- 5 5 3 3| 0.6 1
tients
1,011 185 177 168 0.908 0.949

SEN
POS
ACT
COR
REC
PRE

number of sentences of the guideline document

number of relevant sentences according to the key temetate
number of relevant sentences detected by the system

number of correctly detected relevant sentences detbgtthe system
ratio of COR to POS

ratio of COR to ACT




and the number of partially correct slot fillers generateth®ysystem (PAR). Start-
ing from these values we computed the recall (REC) and poec{($¥RE) scores

(see Table 4). The overall scores of this task8&¥é&n6 recall and36.8 % precision.

Further analyses of these results (see Table 5 for detditsyed that they are

mainly based on erroneous extractions of duration andiberaformation.

The results of each subtask has to be seen within the corftéx¢ denefit of the
automatically generated data compared to the manual gemersing DELT/A.

Thereby, the results still imply that using step-wise IEdenerating a semi-formal
representation of treatment instructions is a great befioefitoth knowledge engi-

neers and physicians.

6 Conclusions

Modeling clinical guidelines and protocols is a complextasich has to be as-
sisted by both physicians and knowledge engineers. Betrosge two user groups
in mind a method is demanded supporting them in their pdatidields of func-
tions: the physicians have to be less overcharged by theal@specifications and
the knowledge engineers have to be fostered by providingicakeknowledge.
Apart from this interesting conceptual formulation we hdegeloped a new method-
ology applying a step-wise IE which might offer distinct le@its. In particular, it
automates parts of the modeling process, it disburdenshysigians in the mod-
eling process by providing a medical ontology, it strucsutee guideline informa-
tion, it decomposes the guideline into parts containingowarkinds of information
(e.g., treatment processes, diagnosis methods, defsitilinrmakes the modeling
process traceable and comprehensible, and it is appliéatheany guideline rep-

resentation languages.
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Table 4. Evaluation results of the process extraction task.

# Title POS ACT COR PAR|REC PRE
1 Acute otitis media: management and surveillance in an £p@umococcal resis- 13 15 11 0] 0.846 0.733
tance
3 Acute rhinosinusitis in adults 22 21 21 0/ 0955 1
5 Allergic rhinitis 24 24 20 0] 0.833 0.833
6 Diagnosis and management of childhood otitis media in @njncare 27 24 19 0 0.704 0.792
8 Diagnosis and treatment of otitis media in children 107 10597 2| 0.916 0.933
9 Evidence based clinical practice guideline for childrathwvacute bacterial sinusitis 56 60 50 1/ 0.902 0.842
in children 1 to 18 years of age
11 Management of sore throat and indications for tonsolegt 35 35 28 1 0.814 0.814
13 Otitis media with effusion 12 12 9 1| 0.792 0.792
14 Pneumococcal vaccination for cochlear implant cand&lanhd recipients 13 9 7 00.538 0.778
15 Reduction of the influenza burden in children 16 14 14 0] 0.875 1
17 Sore throat and tonsillitis 38 33 27 0/ 0.711 0.818
18 Symptomatic treatment of radiation-induced xerostamleead and neck cancer pa- 8 7 6 0| 0.75 0.857
tients
371 359 309 5 0.840 0.868

POS
ACT
COR

PAR
REC

PRE

number of slot fillers according to the key target tereplat
number of slot fillers generated by the system

number of correct slot fillers generated by the system
number of partially correct slot fillers generated bygistem
ratio of COR plus (.5 x ) PAR slot fillers to POS slot fillers
ratio of COR plus (.5 x ) PAR slot fillers to ACT slot fillers




Table 5
Evaluation results of the process extraction subtasks.

Recall Precision

Agent 0.955 0.944
Dosage 0.846 0.846
Duration 0.542 0.813
Iteration 0.400 0.667
Condition 0.735 0.735
Relation 0.872 0.872
Sentence Categorization & Assignment  0.837 0.837

We have shown that it is possible to semi-automatically rhpdeess information
from CPGs using IE. Our rules use patterns in the structuteeflocuments as
well as of specific expressions. Thus, we do not need to apptyrdl Language

Understanding.

We have applied a framework in order to evaluate our rulescracope with both
semi-structured and free text documents. The resultirggnmétion is filled in tem-
plates which can represent processes and their relatibeanformation extracted
can then be used in further transformations to finally geéreaaepresentation in a

guideline representation language.
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